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Abstract

We assessed the e�ects of network latency and jitter
on a cooperative tele-operation task in a collaborative
virtual environment. Two remote partners worked to-
gether to manipulate shared virtual objects over a net-
work. The task was to minimize the time to transfer
a ring through one of four paths with the least num-
ber of collisions. The performance of human subjects
was measured and analyzed quantitatively as a function
of network latency: 10 and 200 msec delays with and
without jitter. Jitter had the greatest impact on coordi-
nation performance when the latency was high and the
task was di�cult. These results are discussed in light
of current and future CVE tasks.

1. Introduction

Collaborative virtual environments (CVE) are de-
signed to allow people in remote locations to work to-
gether over networks. People can share collaborative
experiences, learn from their colleagues or teachers,
work together on designing systems, or perform a com-
plex group task through these shared virtual environ-
ments.

CVEs are applicable to cooperative spatial tasks,
such as 3D architectural design and environment plan-
ning, car design and modeling, and training to repair
the Hubble space telescope [7, 8, 10]. They are also
useful for supporting natural spatial social skills [1, 14]
(e.g. face-to-face negotiations) - people can make use
of the shared virtual space as a mean of interactive ne-
gotiations with one another. They can be applied to
complex cooperative tele-operation task, such as tele-
surgery.

In many current CVE applications, users spend
most of their time navigating in 3-D space in order
to move to a particular location but spend little time
in performing an action, such as manipulating objects
or interacting with others. Such navigation tasks gen-
erally require neither highly intensive two-/multi-way
interactions nor conict resolution among participants
(e.g. colliding each other). In contrast, more complex
manipulative tasks need higher interactivity, which re-
quires high network bandwidth and short latency.

Current CVEs transmit information about their lo-
cal entities to remote sites through the network so that
all sites can share the same information [5, 15]. To
maintain this consistency, it is important to render re-
mote entities in real-time so that the user will not no-
tice any di�erence between local and remote entities in
the environment. Thus, CVEs demand a high quality
of service (QoS) on the network to maintain natural
and real-time interactions among users. For example,
users expect an accurate visual scene of the remote
object's movements to avoid collisions between their
objects and those controlled by the remote partners.

As CVEs become widespread, network QoS will be
a major issue [4, 5, 9, 12]. Quality of service refers to
the performance guarantees on the throughput (band-
width), network latency, and jitter. Network latency
is the time it takes to get information from one site
to others through the network. For example, when a
user performs an action, the information about the ac-
tion is transmitted over the network, and remote users
will receive the result of the action after some amount
of delay. Often, networks exhibit variability in delay,
called jitter can which result in a jerky presentation
of remote participant's actions. Hence, CVEs mostly
run on a local area network (LAN) to insure the re-
quired QoS [14, 16]. Some CVE applications use the
wide area network (WAN) [10, 11], but the interactiv-
ity is reduced. A high-speed network like ATM (Asyn-
chronous Transfer Mode) has been used in CVEs [7, 8],
yet access to such a high performance network is still
limited to a few research institutes and companies.

This study compares two commonly used networks,
Ethernet and Integrated Services Digital Network
(ISDN), to examine the tradeo� of network QoS and
interactivity in a CVE. Ethernet is relatively fast and
routinely used to connect CVEs. ISDN is a slow but
inexpensive WAN to connect CVEs. To evaluate the
e�ects of jitter in these networks, a constant (no jitter)
latency network was simulated using a �ber-optic local
network, called Scramnet.

A set of motor control tasks was developed to mea-
sure the coordination between two participants in the
CVE (Figure 1). The task required cooperative ma-
nipulation of objects and conict resolution. The task
contained four levels of di�culty aimed at providing the
subjects with easily negotiable interactions, and inten-
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Figure 1. A cooperative tele-operative task in a
networked virtual environment

sive hand-guidance interactions between users to assess
the impact of the network on cooperative performance.

The purpose of this study is to measure changes in
human performance generated by latency and jitter in
the network connecting the CVEs. Furthermore, our
focus is to identify human behaviors, adoptions and
adaptations in relation to the constant or variable la-
tency, and to understand the dynamic nature of the
human-to-human coordination process.

2. Methods

Five teams of two subjects were formed. Each sub-
ject within the team controlled one object in each VE.
All virtual objects were visible within both sites. How-
ever, the manipulation of a particular object was un-
der the strict control of only one individual, thereby
eliminating interference between the two subjects and
allowing simultaneous manipulation of their object.

2.1. Subjects

Ten subjects from the University community volun-
teered as participants in the experiment. Their ages
ranged from 23 to 60 with a median age of 27. All
subjects were right-handed, had normal visual acuity
and stereo perception. Subjects from the participant
pool were randomly assigned to two person teams ac-
cording to their schedules or were allowed to choose to
work with a friend. All subjects were naive to the task
and the purpose of the experiment.

2.2. Apparatus

Two tele-immersive environments (CAVE and Im-
mersaDesk) were connected using one of three di�er-
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Figure 2. Illustration of computers and networks
used for the experiment. CAVE and ImmersaDesk
were on the same Ethernet subnet, and the IP ad-
dress for ISDN was separated from Ethernet IP ad-
dress. Scramnet was connected with a fiber optic.

ent kinds of networks: Scramnet, Ethernet, and ISDN
(Figure 2). The con�guration of ISDN was 2B-channels
and the dedicated services, provided by two Ameritech
ISDN phonelines. The CAVE and the ImmersaDesk
are high resolution, large �eld of view, and projection-
based immersive virtual environment systems [2]. The
current con�guration of CAVE displays 1028 x 768 res-
olution stereoscopic images at 96 Hz on each surface.
The ImmersaDesk is a drafting table format VE dis-
play. It features a 67x50-inch rear-projected screen at
a 45-degree angle. The screen has a su�ciently wide-
angle view - e.g. 110 degrees horizontal �eld of view
when the user stands close (within 1-foot away) to the
screen.

The scenes were rendered on a Silicon Graphics
Onyx In�nite Reality Engine, and the position data
for the user's head and hand was obtained by using As-
cension Motion Star Extended Range tracking system.
Users use a wand (3D equivalent of a mouse) to interact
with and control virtual entities in the CAVE and Im-
mersaDesk. A direct voice communication was estab-
lished using wireless headset microphones and speakers
in the VE systems.

The shared visual scene within each VE system
was rendered at the frame rate of that individual
VE system. Each system maintained consistent lo-
cal and remote object models by transmitting state
updates across the networks. The system used the
network communication of TCP/IP based client-server
distributed model for Ethernet and ISDN. However,
the exchange of information over Scramnet was di�er-
ent from the TCP/IP network protocols. Scramnet is
�ber optic reective memory network, which consists of
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two Scramnet VME cards (one in each computer) that
has 128 kilobytes of memory and connected to each
other over optical �ber. Scramnet has a very low and
consistent latency (average round-trip latency of 300
microseconds). Data was exchanged between the two
computers by writing information into the memory-
mapped range on the Scramnet cards, such that the
data was almost instantly shared between two ma-
chines over the �ber optic connection.

The Ethernet and ISDN one-way network latencies
between the two tele-immersive systems were measured
during each experimental trial. Ordinarily, the system
clock between two systems must be synchronized to get
precise one-way network latency. We used Scramnet to
overcome the system clock synchronization problem.
The actual one-way network latency over Ethernet or
ISDN was measured by subtracting the arrival time of
the packet over the Scramnet from the arrival time of
the identical packet over the regular network.

3. Experimental Design

Subjects were examined using a 2 x 4 x 4 within-
subjects factorial design in which the three main fac-
tors were the e�ect of exposure to the task (D1/D2),
the e�ect of the network (i.e., latency and jitter)
(NETWORK), and the task di�culty (PATH). Expo-
sure refers to the �rst day (DAY1) or the second day
(DAY2) of the two-day experiment. NETWORK refers
to the case where the network connecting two VE sys-
tems had a 10-msec or 200-msec latency with or with-
out jitter. PATH represents a di�erent level of task
di�culty, due to the length and shape (degrees of ori-
entation) of the path.

The four network conditions studied were:

� Scramnet-10-msec simulates the average Ethernet
latency as measured within the Lab using our
tasks. The 10-msec network delay was achieved
using the Scramnet network to transmit the data
with a queuing delay bu�er to produce a constant
10-msec delay.

� Ethernet refers to the condition whereby the LAN
network within the Lab was used to transmit data
between the two systems. The average delay was
found experimentally to range from 7-msec to 18-
msec. The highest jitter was found to be approxi-
mately 500-msec.

� Scramnet-200-msec simulates the average ISDN
latency as measured over our ISDN network us-
ing our tasks. The technique to produce the
Scramnet-10-msec condition delay was used gen-
erated this constant 200-msec delay.

� ISDN refers to the condition whereby the two sys-
tems were connected over the Ameritech ISDN
network. The average delay for this connection
was measured experimentally to vary between 150-
msec to 300-msec. The highest jitter was found to
be 2 seconds.

Figure 3. Straight, Curve, U-Turns, and Spiral

The task (based on [3]) was to minimize the time to
transfer a ring through one of four paths (of varying dif-
�culties) with the least number of collisions. Figure 3
illustrates the four paths: Straight, Curve, U-Turns,
and Spiral. Team members might adopt somewhat dif-
ferent strategies for the interaction and cooperation to
complete the tasks successfully based on the shape of
each path.

� Straight path task was the easiest (level 1), as it
required the subjects to move the ring and the
path in a straight line over a 36 inch distance.

� Curve path task was slightly more di�cult as it
required a smooth movement of the objects on a
gradual curved path along two axes (level 2). The
length of this path was 42 inches.

� U-Turns path task was one of the hardest (level 3),
as it required the subjects to alternate 90 degree
turns to the left and right. Four sharp turns were
required to complete the task such that there was
a high probability of collisions at the corners. The
total length of this path was 54 inches.

� Spiral path task was the most di�cult (level 4)
as it required the subjects to guide the objects
around a spiraling path along with three axes. The
length of this path is 67.8 inches.

Audio and Avatar communication channels were
provided for conveying verbal and non-verbal cues be-
tween the two subjects. Subjects were encouraged to
talk to each other during the experiment trial or breaks
between trials using headset microphones and speakers
in the CAVE and ImmersaDesk. Avatar (the remote
cursor; a virtual representation of the other's wand in
this context) enhanced the awareness between team
members, such that a member could know what the
other was doing.

3.1. Procedure

The inner diameter of the path was 1.2 inches. The
diameter of ring was 9 inches. Path lengths were dis-
cussed in the experimental design above. The task was
to transfer the ring through the path. However, it re-
quired each subject to move his/her object, Ring or
Path, from its starting point to the end point. The
task trial was considered completed when both part-
ners reached the end marker with their respective ob-
jects (Figure 4). Each starting location was either on
the left or right 18 inches away from the end point.
The end point was located at the upper middle center
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Figure 4. To complete the Straight path task, one
person would need to move the ring 1.5 ft to reach
the end marker and other person would need to
move the rod 1.5 ft to reach the same end marker.

of the VE systems. That is, both subjects were given
an equal amount of work.

Subjects in the CAVE had control of starting the
task and resetting the objects to their original locations
at the end of a trial. When the task was started or re-
set, both subjects were noti�ed by graphical display
and sound cues. The start or reset command signals
might be delayed to the ImmersaDesk with the delay
depending on the network latency. Subject could ne-
gotiate when to start the task with the voice commu-
nication.

The task required both subjects to grasp and move
their object as fast as possible with as few collisions as
possible, thus requiring both speed and accuracy. Sub-
jects were instructed that collisions could be avoided by
keeping the path in the center of the ring while they
were moving their object, which should result in bet-
ter performances. Accuracy was scored by using the
number of collisions, i.e., number of errors. The speed
was determined using the completion time of the task.
The completion time and the number of collisions for
each person in the CAVE and the ImmersaDesk were
collected locally. The tracked hand and head motions
were saved to examine the optimal movement for each
trial.

At the beginning of the experiment, subjects re-
ceived a standard set of instructions that described the
experimental conditions, the task, and emphasized the
coordination process, i.e. both high speed and no colli-
sions. Subjects had several familiarization trials using
all paths in random order in the pre-exposure stage.
However, subjects were given a larger ring diameter (12
inches) than that used in the experiments (9 inches) to
reduce training e�ects from these sessions.

A within-subjects design was used in this experi-

Table 1. Average Completion Time (sec) with four
tasks over various network conditions

Scramnet Scramnet Ethernet ISDN All Network

10 msec 200 msec 10 msec 200 msec

Straight 1.4671 1.7913 1.5844 1.8930 1.6839

Turns 4.2845 4.9647 4.7488 5.6876 4.9214

Curve 2.3063 2.7577 2.2591 3.1054 2.6071

Spiral 5.2201 5.7173 5.1431 6.7448 5.7063

All Path 3.3195 3.8078 3.4339 4.3577

ment. Each group of subjects was tested on the same
day with all of the four network conditions: Scramnet-
10-msec, Scramnet-200-msec, Ethernet, ISDN. Each
experimental session took about 20 minutes per con-
dition to complete and consisted of a short discussion,
three or more warm-up trials, and 4 paths with 30 tri-
als for each path, totaling 480 trials (4 network condi-
tions x 4 paths x 30 trials). Straight path began each
session followed by U-Turns, Curve and Spiral, respec-
tively. After completing each condition, groups took a
short break (10 minutes) before proceeding to the next
condition.

With two consecutive days of testing, each group
was randomly assigned to one of four possible sequences
of network conditions on the �rst day. Groups were
assigned to the reverse order on the second day. At the
end of the experiment, subjects completed a post-test
questionnaire to give feedback about tasks and network
conditions.

4. Results

4.1. Performance Analysis of the Overall
Results

The data was analyzed with multivariate analysis
of variance 1 with two dependent variables : mean
completion time (CT) and mean number of collisions
(ERR) for all �ve subject groups. The experimental
design in this analysis was CT and ERR by 2 (D1/D2)
x 4 (NETWORK) x 4 (PATH).

Exposure to the task improved performance. The
mean completion time and number of collisions were
signi�cantly lower for tasks performed on the second
day compared to the �rst day. The average of the
mean completion time on the �rst day was 3.8556 sec
and 3.6038 sec on the second day [F(1,128)=4.092,
p<0.05]. The average of mean number of collisions
on the �rst day was 4.9755 and 3.8396 on the second
day [F(1,128)=4.585, p<0.05]. However, there was no
signi�cant interaction with the other factors.

The di�erent network conditions produced signi�-
cant di�erences in completion times [F(3,128)=14.114,
p<0.001] and number of collisions [F(3,128)=18.1702,
p<0.001]. On average, the mean completion time was

1Multivariate analysis of variance (MANOVA) is the proce-
dure for testing any of a wide variety of null hypotheses about the
e�ect of other variables on the mean value of several correlated
dependent variables.
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Table 2. Average Number of Collisions with four
tasks over various network conditions

Scramnet Scramnet Ethernet ISDN All Network

10 msec 200 msec 10 msec 200 msec

Straight 0.1806 0.1454 1.0620 0.3710 0.4398

Turns 5.4986 7.7014 8.0807 14.693 8.9935

Curve 0.6812 1.6342 1.0909 4.1512 1.8894

Spiral 3.0048 4.5744 6.1947 11.456 6.3075

All Path 2.3413 3.5139 4.1071 7.6680

shortest for Scramnet-10-msec, followed by Ethernet,
then Scramnet-200-msec, and �nally ISDN (Table 1).

Notice that subjects using ISDN took more than
1 second longer to complete the task compared to
Scramnet-10-msec condition. The mean number of col-
lisions also followed the same pattern as completion
times where collisions progressively increased from the
Scramnet-10-msec, to Scramnet-200-msec, to Ether-
net, to ISDN (Table 2). Post hoc multiple comparison
tests revealed that completion times for Scramnet-10-
msec were signi�cantly less than Scramnet-200-msec
and ISDN. Subject's completion times for ISDN were
clearly longer than other three networks. However,
completion times for Ethernet and Scramnet-200-msec
were not signi�cantly di�erent. Also, Post hoc tests
on number of collisions showed that ISDN was signi�-
cantly di�erent from other three networks.

The four paths with their di�erent levels of di�culty
produced signi�cantly di�erent mean completion times
[F(3,128)=231.687, p<0.001], and mean number of col-
lisions [F(3,128)=55.346, p<0.001]. Post hoc tests re-
vealed that the mean completion times for each path
were signi�cantly di�erent from one another. Post hoc
tests on the mean number of collisions revealed that
Straight and Curve paths are not distinct from each
other, but these two paths as a group along with Spiral
and U-Turns as a group are signi�cantly di�erent from
one another. The mean completion time of Straight
path task was shorter than Curve, U-Turns, and Spiral
(Table 1). U-Turns task produced the highest colli-
sion rate because of its four sharp corners. Spiral also
proved to be di�cult as seen by the high number of col-
lisions. In contrast, Straight and Curve paths did not
produce as many collisions as did U-Turns and Spiral
paths (Table 2).

Our analysis also showed that NETWORK x PATH
interaction on the dependent variable of the mean num-
ber of collisions was also signi�cant [F(9,128)=3.189,
p<0.05]. This indicated that easier network condi-
tions and easier tasks produced better performance
(less number of collisions). For example, the least num-
ber of collisions resulted when using Scramnet-10-msec
with a Straight path while the most resulted using
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Figure 5. Task performance over networks and
tasks. The mean completion time over networks
was depicted as the line and the mean number of
collisions over networks was drawn with the bar.

ISDN with the U-Turns path. In general, the longer
latencies a�ected the performance to a greater degree
when subjects were working on more di�cult tasks.

D1/D2 had a signi�cant main e�ect, but there
was no signi�cant interaction with other factors (i.e.
D1/D2 x NETWORK, D1/D2 x PATH, and D1/D2
x NETWORK x PATH). Therefore, we combined the
D1/D2 data for each network and path condition. Fig-
ure 5 (based on Table 1 and 2) shows the mean com-
pletion time and number of collisions for the four paths
using the four network conditions from all �ve subject
groups.

The one-way ANOVA using the mean completion
time from each path condition showed that there
was a signi�cant main e�ect of network when Curve
[F(3,36)=6.986, p<0.05], U-Turns [F(3,36)=4.756,
p<0.05], and Spiral [F(3,36)=4.994, p<0.05] paths
were used. In other words, for the simple Straight path
task, there was no signi�cant di�erence in mean com-
pletion time among the di�erent networks used. Post
hoc tests revealed that the mean completion time us-
ing Ethernet and Scramnet-10-msec networks is signif-
icantly di�erent from ISDN for both Curve and Spiral
path conditions.

Scramnet-10-msec is signi�cantly di�erent from
ISDN for the U-Turns path condition. The one-
way ANOVA using the mean number of collisions
for each path showed that there was a signi�cant
main e�ect of network when Straight [F(3,36)=3.276,
p<0.05], Curve [F(3,36)=7.288, p<0.05], U-Turns
[F(3,36)=6.627, p<0.05], and Spiral [F(3,36)=8.289,
p<0.05] paths were used. Post hoc tests on the mean
number of collisions revealed that Scramnet-10-msec
and Scramnet-200-msec networks are signi�cantly dif-
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all trials.

ferent from Ethernet for the Straight path condition.
ISDN is signi�cantly di�erent from other three net-
works in Curve, U-Turns, and Spiral path conditions.

4.2. E�ects of Variable Network Latency on
Performance

Our previous analysis showed that performance was
a�ected by the network conditions used. However,
the e�ects of jitter on performance using Ethernet or
ISDN conditions need to be examined further. In this
section, the average and variance of the network la-
tency was calculated from the latencies accumulated
for each trial. Then, the correlation between the av-
erage and variance latency and the performance (on
CT and ERR) in each trial was analyzed. The corre-
lation coe�cient for Ethernet latency vs. performance
was not signi�cant, indicating that there was no evi-
dence of linear relationship between latency and per-
formance. However, there was a signi�cant correlation
between completion times and average ISDN latencies
(r = 0.208) or its variance (r = 0.135). Also, the corre-
lation between number of collisions and average ISDN
latencies (r = 0.229) or its variance (r = 0.185) was
signi�cant.

The histogram (Figure 6) of average network laten-
cies for each trial using Ethernet and ISDN showed
large variations in their distributions, indicating how
variable latencies were from trial to trial. The dis-
tributions show a tail toward higher latencies in both
networks. The average latency within a single trial
for Ethernet ranged from 1.824 msec to 65.065 msec
(the mean of 12.5352 msec) and for ISDN ranged from
76.091 msec to 2.052 sec (the mean of 263.5807 msec).
Note that the maximum latency on Ethernet was still
much smaller than the minimum latency on ISDN.
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Figure 7. Individual packet latencies as a function
of time during one trial: Group 2 Ethernet Curve
Trial 3.

4.3. E�ects of Peak Latency on Perfor-
mance

Given the e�ect of jitter on performance shown in
the previous section, the relationship between perfor-
mance and the latency over 30 trials was analyzed.
When we examined a sequence of average network la-
tencies over 30 trials we found that several trials had
very high average latencies compared to the rest of the
trials. These peaks occurred sporadically within 30 tri-
als depending on the network tra�c. It occurred more
frequently and more erratically with ISDN than Eth-
ernet due to the low bandwidth of ISDN.

When we plotted the individual packet latencies for
these high latency trials as a function of time we found
the pattern of individual packet latencies shown in Fig-
ure 7. The saw-tooth behavior displayed in Figure 7
shows that one of the packets experiences a very long
delay before it is received, perhaps due to a packet
loss or other kinds of network errors. This delayed
packet e�ectively delays all subsequent packets. Once
the packet is successfully transmitted, all the subse-
quent packets follow in a short period of time. This
continues until the latency reaches the baseline or until
another packet is signi�cantly delayed. As the number
of these events increased the average latency increased.

Task performance su�ered signi�cantly when high
average latencies occurred, compared to the average
performance across 30 trials. The magnitude of perfor-
mance degradation associated with the occurrence of
peak latencies was highest using ISDN. In particular,
some latency peaks for ISDN were 1 or 2 seconds and
resulted in a high number of collisions and long com-
pletion times. Basically, subjects could not continue
their actions when this happened.
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Examining completion times across all trials showed
that stable performance was disrupted by peak (very
high average latency). This would take a form of a
sharp rise in the completion time. Subsequent com-
pletion times would improve until the next peak was
observed, or reached the baseline when there was no
peak. In contrast, the number of collisions disap-
peared almost completely after the peak because sub-
jects seemed to slow down and become more deliberate,
thereby lowering the completion time by reducing the
number of collisions.

5. Discussions

Overall performance on our set of tasks was a�ected
by the characteristics of the network used to connect
the CVEs. The largest e�ects were seen when the long
latency, high jitter ISDN network was used. However,
long latency without large jitter showed a much lesser
a�ect on performance. For instance, we found no sig-
ni�cant di�erence in overall performance between net-
works having latencies of 200 msec without jitter and
10 msec with jitter (Ethernet). In addition, our re-
sults also reveal that accuracy is degraded when jitter
is present in the network, as shown by the higher num-
ber of collisions for the Ethernet and ISDN networks
(both of whom have jitter) compared to the two Scram-
net conditions without jitter.

The magnitude of the e�ects of network latency and
jitter on performance was found to be a function of
task di�culty, which is similar to the results from the
single operator ring/path task [3]. Networks with long
latencies and large amounts of jitter had their greatest
impact on performance during di�cult hand guidance
tasks that required constant visual feedback for suc-
cessful completion. For instance, for the straight path
using ISDN, the subjects could ignore the delayed pre-
sentation of the remote object and move their objects
to the target using ballistic movements. Note that the
straight path represents a navigation task that is used
mostly in current CVEs. Collaborative work using such
simple tasks can be done successfully over ISDN since
the task does not require many partner dependent time
critical interactions among other people [6, 10]. How-
ever, when the task is very di�cult (e.g., Spiral), even
with a short delay, the subjects tend to be more delib-
erate in order to avoid collisions. With large network
latency and jitter, such a task is much more di�cult
because the information about the remote object's po-
sition is delayed. As a result, subjects adopt the move-
and-wait control strategy that appears like micro se-
quential actions on their movements.

The correlation between performance and latency

across trials indicates that the large variations in ISDN
latencies are indeed a very critical factor in the re-
sulting user performance; however, the variations in
the short Ethernet latencies in our laboratory's LAN
are not signi�cant. Furthermore, examining the time
history of individual packet latencies for Ethernet and
ISDN shows a dominant sawtooth behavior occurring
sporadically during the trials, which also inuence to
the performance. Consequently, the delay experienced
by the user is not always white noise-like but has struc-
ture, which is visible to the user. We believe that the
initiation of this pattern is the result of an error in the
transmission of the packet caused by a network col-
lision or lost packet condition. Due to the fact that
TCP/IP guarantees that packets will arrive in the cor-
rect sequence, all subsequent packets are pending until
the error is cleared and the o�ending packet is success-
fully transmitted. Then all the pending packets are
sent unless or until there is another network error. We
observed this behavior more frequently in ISDN possi-
bly due to its narrow bandwidth.

Greater than 1 or 2 seconds of the highest jitter,
producing high average and variance values for latency
within a trial, can often be found in ISDN. It appears
that high average latencies strongly correspond to per-
formance results. When the average latency in a trial
was a 1-second or higher, either the completion time
was very long or the number of collisions increased.
Interestingly, performance on tasks following this trial
with long network delay was also degraded although
performance improved with time similar in form to a
learning curve.

6. Conclusions and Future Work

The results using our CVE tasks demonstrate the
role of task di�culty and the characteristics of net-
work latency and jitter on cooperative performance.
The task di�culty quanti�es the level of coordination
needed between two users in the CVE for a given net-
work's characteristic. The overall task performance
shows that high latency can impact users' coordina-
tion. The variability of the network latency reduces
the ability of the subjects to use prediction in perform-
ing the task.

Task visualization is a key problem in tele-operation
since most of the operational control decisions in VE
are based on visual feedback, i.e. hand-eye coordina-
tion [13]. With large network latency and jitter in
the CVE, the information of the remote entities is
delayed inconsistently. As a result, users may have
di�erent views in the shared workspace. The results
show that users wait several seconds to synchronize
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their views �rst then continue to perform the task, i.e.
move-and-wait control strategy in time-delayed tele-
operation without predictive display. Thus completion
time increases with poor network conditions because
of reduced predictability available for the visual feed-
back and consequently increasing the amount of e�ort
needed to maintain a constant level of performance.

The di�culty of de�ning service of CVE networks
stems from the lack of empirical data on the QoS re-
quirements. The results of this study provide some
empirical data, which will be used to de�ne service of
CVE networks in the near future. In general, Ether-
net provided a reasonable quality of service in terms of
throughputs and latencies to be used in a collaborative
virtual environment. ISDN with its limited bandwidth
often shows high latencies, but the cooperative work
can be done successfully when the task does not in-
volve intensive interactions among partners, as shown
in [6, 10]. Thus, the QoS issues should be discussed in
terms of the kind of task to be accomplished as well as
its di�culty.

The results of this study suggest that future design-
ers of CVE should consider how to increase the user's
con�dence in their motor control coordination during
task execution. Then it will enhance the training ca-
pabilities of CVEs by reducing the trial-and-error ap-
proaches users apply to successfully interact with their
partners. One of the continuing goals will be to ad-
dress the quality of interaction over various networks
with other types of collaborative tasks, such as spatial
orienteering and awareness.
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