
HRED: A Simple and Efficient Active Queue 
Management Algorithm 

Liujia Hu 
Cisco Systems 

Email: ljhu@cisco.com 

Abstract-Active Quene Management (AQM) is an area of 
critical importance for the operation of networks. In t h i s  paper, 
we propose a minimal adjustment to the classic Random Early 
Detection (RED) algorithm, called Hyperbola RED (HRED), that 
nses the Hyperbola as the drop probability curve. The control 
law of HRED can regulate the queue size close to the reference 
queue size which is settable by the user. As a result, it is expected 
that HRED is no longer sensitive to the level of network load, 
its behavior shows low dependence on the parameter settings, 
and it can achieve higher network utilization. Additionally, very 
little work needs to be done to migrate from RED to HRED on 
Internet routers because only the drop profile is adjusted. We 
implemented HRED on a real Internet router to examine and 
compare its performance with the classic RED and Parabola 
RED that are currently deployed on Internet routers. From 
experiments on the real network, we conclude that HRED is 
insensitive to the network conditions and parameter settings, 
and can achieve higher network utilization than the other RED 
schemes. 

1. INTRODUCTION 

As a congestion control mechanism, the Random Early 
Detection (RED [ll], hereafter called classic RED) algorithm 
has been proposed and widely implemented on Internet routers 
for many years. It can provide the Internet with the ability 
to absorb bursts and with lower-delay interactive service. 
Many studies have tried to enhance this algorithm for today’s 
Internet community. This bas led to a very active research 
area called Active Queue Management (AQM) which focuses 
on the congestion control problem. The AQM mechanism is 
recommended on Internet routers to achieve the following 
goals: managing queue lengths to absorb short-term congestion 
(e.g., bursts), providing lower end-to-end interactive delay, and 
avoiding global synchronization phenomena 131. 

The RED algorithm functions by detecting incipient con- 
gestion and notifying TCP by marking or dropping (hereafter 
using the term “drop”’) packets probahilistically before the 
queue in a router fills up. Briefly, the algorithm works by 
maintaining a running average queue size. As the average 
aueue size varies between the minimum (man+&) and max- 

Ajay D. Kshemkalyani 
Univ. of Illinois at Chicago 
Email: ajayk@cs.uic.edu 

to the change of the average queue size. If the average queue 
size exceeds mazth, all arriving packets are dropped [ll]. 
Since the drop mechanism is based on the moving average 
algorithm, RED is able to control the transient congestion by 
absorbing arrival rate fluctuations. 

In the past few years, many enhanced algorithms or RED 
variants have been proposed to overcome some weaknesses 
of the classic RED algorithm, leading to very active AQM 
research. Differently than in [12], we classify these algorithms 
into two categories, based on their approach. . The algorithms in the first category apply control theory 

to model TCP with RED dynamics, and then develop 
new feedback mechanisms and control laws to achieve 
an optimal and stable operating point. Examples of such 
algorithms are [ 8 ] ,  [12], [16], Proportional Integrator 
[15], [14], [13], and PIP 1251. This category focuses on 
the design of a more stable and faster responsive control 
system. For example, in  [14], [15], the low-pass filter 
design of the classic RED algorithm is believed to lead to 
instability and low frequency oscillations in the regulated 
output from a control standpoint. Therefore, the authors 
proposed a stabilizing proportional controller, called PI, 
that uses instantaneous samples of the queue size to 
overcome these drawbacks. . The algorithms in the second category use approaches 
that do not use control theory. Examples of such algo- 
rithms are Gentle RED [lo], Adaptive RED [71, Sta- 
bilized RED [21], Flow RED [IS], Balanced RED [l], 
non-linear RED [22], and Random Exponential Marking 
(REM) [2]. These algorithms aim to improve some or all 
of the following features: fairness, network utilization, 
packet loss, and adaptability for different characteristics 
of traffic/load. For instance, Adapt RED, a self-tuning 
algorithm, dynamically adjusts its mazp in response to 
the condition of network congestion reflected by the 
average queue size [7]. 

, 

imum (“&) threshold, the probability of dropping a packet 
changes linearly hetween zero and the maximum drop proba- 
bility value (maz,). Thus, the drop probability curve is linear 

‘IETF proposed a standard called Explicit Congestion Notification (ECN) 
L231. With ECN, an AQM scheme can signal congestion to the end-system 
by marking instead of dropping a packet. ms topic is not in the scope of 
this paper. 

Although the above body of research has contributed many 
insights into congestion control mechanisms, the algorithms 
therein also have their own technical drawbacks. Furthermore, 
they suffer from the following practical limitations. The first 
limitation is the lack of feasibility of the implementation on 
Internet routers. Of the many AQM algorithms, Only the fO1- 
lowing have been implemented by the leading Internet router 
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vendors: “Parabola R E D  by Cisco Systems [61, [161, and 
“Gentle RED-like by Juniper networks [17]. AQM algorithms 
are often complex to implement because it is not simply a 
matter of “computational complexity” hut rather of “packet 
forwarding engine design” in its totality. Any new AQM 
implementation significantly impacts the router architecture 
design as well as the software flows. The second limitation 
is the lack of operational guidance for these AQM schemes 
on real networks. 

The primary goal of our work is to design a simple and 
practical RED variant that is able to maintain the queue size 
to the target value under a wide range of network loads. As 
a result, the queue size should no longer be sensitive to the 
level of congestion. As has been pointed out in [7], [19], [20], 
one major drawback of the classic RED is that the queue 
size varies with the level of congestion. This also implies 
an unpredictable queueing delay from RED, that has negative 
impacts on the network design. Thus, to overcome this issue, 
this paper proposes a minimal adjustment to the classic RED 
algorithm, called. Hyperbola RED (HRED), which uses the 
Hyperbola as the drop probability curve (Fig. 1, equations are 
after transforming the coordinates). The control law of HRED 
can regulate the queue size to the reference queue size (i.e., 
the maximum threshold maxth). This reference queue size 
is settable by the user by specifying the maximum threshold 
maxth. As a result, HRED is no longer sensitive to the level 
of network load, and the queueing delay from HRED becomes 
predictable. Furthermore, very little work needs to be done to 
migrate from RED to HRED on Internet routers because only 
the drop profile is adjusted. 

Another goal of our work is to study the link utilization from 
the perspective of the network layer (Section IV). We define 
the network utilization as the ratio of the departure traffic rate 
to the arrival traffic rate on the router; this ratio is measurable. 
The observation in this paper is that from the viewpoint of the 
network layer, the queue size is a decisive influence on the 
network utilization. More specifically, when an AQM scheme 
such as RED is deployed on Internet routers, while a network 
can provide lower-delay service with a lower queue size, its 
network utilization also lowers. Although the traditional queue 
management scheme of Tail Drop (TD) removes the ability 
to provide lower-delay service, it can provide the network 
with higher utilization. For a given set of RED parameters, 
HRED can achieve higher network utilization than other 
RED schemes because it maintains the queue size close to 
maxth. Furthermore, by adjusting the reference queue size 
(i.e., maxth), HRED can achieve the optimal point for the 
tradeoff between delay and the network utilization. 

From our experiments and analysis, we conclude that HRED 
has many significant advantages compared to all other schemes 
that are currently deployed on Internet routers. . The control law of HRED can regulate the queue size 

to the reference queue size (is., the maximum threshold 
max,h) under various network conditions. This reference 
queue size is settable by the user (by specifying the 
maximum threshold maxth). As a result, HRED is no 
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Fig. 1. Hyperbola as drop probability curve 

longer sensitive to the level of network load. 
HRED is less sensitive to the parameter settings than 
other schemes. For a given maxthr HkED behaves simi- 
larly (does not depend much on other parameter settings). 
HRED can achieve higher network utilization. - HRED can result in predictable average queueing delays 
of networks. . HRED retains the ability to control the short-term conges- 
tion by absorbing bursts, because it still keeps the moving 
average queue size algorithm and maintains a non-full 
queue. The queue size is settable and depends on the 
requirement. 
HRED is simple and can be easily implemented on Inter- 
net routers - only the drop profile is adjusted compared 
to the classic RED algorithm. 
An additional benefit is that by adjusting the reference 
queue size (i.e., I”&. HRED helps network adminis- 
trators tune to an optimal point for the tradeoff between 
delay and the network utilization. 

The rest of this paper is organized as follows. In Section 11, 
we describe our experimental methods including our experi- 
mental network, traffic generation, and the parameter settings 
for RED. In Section 111, we discuss how RED works and ex- 
perimentally demonstrate its advantages in queuing behavior, 
including (i) its insensitivity to the level of congestion, and 
(ii) the settable target queue size. In Section IV, we study the 
network utilization of HRED. Section V gives the conclusions 
and directions for future work. 

11. EXPERIMENTAL METHODS 

A. Experimental Network 

To ensure our experiments and conclusions are accurate 
and based on realistic network environments, instead of using 
simulations, we set up a testbed with Cisco 12000 series 
high-end Internet routers. We implemented Hyperbola RED on 
Cisco routers based on IOS 12.0. The experimental network 
is illustrated in Fig. 2. This is a typical Provider Edge (PE) 
router to Customer Edge (CE) router topology. 
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Fig. 2. Experimental network topology 

Congestion occurs when there is contention for bandwidth. 
This happens in the following three types of network nodes: 
the node of aggregation, the node of speed mismatch, and the 
“LAN to WAN” interface node. Our experimental environment 
actually replicates the node of aggregation and the node of 
speed mismatch: the ISP sells bandwidth to customers and 
also provides Internet services. Customers can only get the 
bandwidth that they pay for. Because of the much higher 
bandwidth of the ISPs’ backbone links, the PE router must 
restrict its egress interfaces to customers and provision the cor- 
responding bandwidth. Normally, customers do not fully use 
their bandwidth all the time, but during the peak time, over- 
subscription often happens. Once the requested bandwidth by 
customers is greater than the offered bandwidth of the PE 
router, congestion occuls on this bottleneck link between PE 
and CE router. Therefore, an AQM algorithm such as RED is 
usually enabled for the purpose of congestion control on the 
interface of the PE router facing the CE router. Cisco high- 
end routers (12000 series) are used in the experiments. Two 
4xOC12 POS Internet Service Edge (ISE) linecards on the PE 
and CE router are connected as the bottleneck link. In our 
experiments, we restrict (by shaping) this link as a IOMbps 
or IOOMbps bottleneck (because lOMhps and IOOMhps are 
popular bandwidth types). The queueing behavior is recorded 
by the router on which RED is enabled (i.e., PE router). 

Another critical setup in our experimental environment 
is the “Traffic Monitor” (Adtech) seated on the backbone. 
Because all traffic flows have to go through this traffic monitor 
from the core to the edge, it can provide real-time arrival rate 
of aggregate traffic, or of a particular traffic flow. We use this 
setup to examine how AQM schemes control the long-term 
persistent congestion (Section N). 

E. Trujjic Generation 
Short-lived and long-lived TCP flows have very different 

characteristics. Short-lived TCP flows seldom operate beyond 
the slow-start phase of their transmission, and therefore their 
window size is generally smaller and they always generate 
smaller packet bursts. Long-lived TCP connections mostly 
operate in congestion avoidance phase with larger windows, 
and they produce larger packet bursts. While Internet traffic 
is dominated by short-lived flows, the majority of the bytes 
in the Internet belong to long-lived flows [24], [26]. Long- 
lived (FT€-like) TCP traffic is used to generate the persistent 
congestion in each of our experiments. Considering that the 

Internet is also a heterogeneous environment, the mix of TCP 
and UDP traffic is also used in some of our experiments. 
TCP flows are generated by the equipment called Avalanche. 
Avalanche is a traffic generator that can replicate real-world 
TCP applications including HlTF’ (l.O/l.l), FTP, SMTP, Tel- 
net, DNS, and so on. One Avalanche on the customer side 
is used to create a large array of PCs with streaming clients, 
and the other one on the provider’s side is used to create 
an array of servers. Thus, in this client-server mode in our 
experiments, the clients send out request traffic while the 
servers send hack response traffic. This TCP traffic generator 
also provides granular control: TCP paramters such as the 
Maximum segment size, Receive window, Retries, and so on, 
are all settahle. In our experiments, the Maximum segment 
size is set to 1460 bytes, the Receive window is set to 32768 
bytes, and Retries set to IO. Slow start and congestion control 
are enabled. By adjusting the object size, we can obtain short- 
lived or long-lived TCP traffic. UDP traffic is generated by 
the UDP traffic generator (Agilent). The UDP packet size is 
set to 512 bytes. 

C. RED und Purameter Settings 
The RED algorithm uses the following parameters. - wq: weighting factor for average queue size calculation. 

maxp: maximum drop probability value. 
minth: minimum threshold of the average queue size 

“th: maximum threshold of the average queue size 

Although it has turned out to be difficult to find a unique 
setting of the parametcrs that works for all conditions, many 
studies and realistic deployment have contributed guidance on 
how to set configuration parameters [91, [271. 

Recently, to overcome some well known weaknesses of 
the classic RED, Jacobson et al. worked with the network 
gear industry to propose a RED variant, called Parabola RED 
(parabola as the drop profile), and implemented it on real 
Internet routers [6], [16]. In [16], results show Parabola is 
a better AQM scheme than the classic RED (or linear RED). 
Therefore, in all our experiments, we compare HRED with the 
Parabola RED (since no other AQM schemes are implemented 
on today’s Internet routers). 

On the hasis of an extensive investigation, the industry tends 
to set RED parameters as follows [5]: 

beyond which packets are prohahilistically dropped. 

beyond which packets are forcibly dropped. 

wq = 11512, muxp = 1.0, minth = 0.03 * B 
maxth = 3 * minth x 0.1 * B 

where B is the output link bandwidth in MTU-sized (Maxi- 
mum Transmission Unit) packets. The formula is: 

B = Linerate/(8bits/byte)/MTU 
For example, for a IOMbps link with MTU equal to 1500 
bytes, B can be calculated as: 

B = l0Mbps / (8bitshyte) / 1500 (bytes/pncket) = 833 
Then minth is roughly 25 packets, and maxth is roughly 84 
packets*. Also, for a lOOMbps link with MTU equal to 1500 

’Due to some hardware restrictions, the difference between “ t h  and 
minth has to be power of 2. Hence, we slightly adjnst mat, ,  to 89 packets 
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bytes, the minth is roughly 250 packets, and mazth is roughly 
834 packets. 

For all our experiments, we use a dedicated physical buffer 
of size within 1.25 to 2 times the bandwidth-delay product 
[4]. This size is 200 packets for a lOMbps network and 2000 
packets for a lOOMbps network. Wherever not explicitly men- 
tioned, a lOMbps network (bottleneck link) is also assumed. 

111. HYPERBOLA RED (HRED) 
One major drawback of the classic RED is that it is 

quite sensitive to the level of congestion and to the RED 
parameter settings. In other words, the resulting queue size 
varies with the level of congestion and with the parameter 
settings. This also implies an unpredictable queueing delay 
from RED, that has negative impacts on the network design. 
Thus, to overcome these issues, many RED variants have been 
proposed. Among them, Parabola RED, proposed by Jacobson 
et al. and implemented on Internet routers, uses a quadratic 
curve as the drop profile. This is believed to work for a much 
wider variety of traffic and link bandwidths 161, [16]. However, 
while it results in an improvement over the classic RED, it still 
has several drawbacks. 

More recently, researchers applied control theory to the 
design of AQM mechanisms. Control is applied to the queue 
size, stability, queue utilization, and so on [81, [121, 1141, 
1151. Simulations suggest some improvements. However, as 
mentioned in Section I, the lack of feasibility of the imple- 
mentation becomes a banier for real-world deployment. 

In this section, we demonstrate by using experimentation 
that Hyperbola RED, which requires a minimal change to the 
classic RED algorithm, is able to overcome various drawbacks 
of the existing algorithms. Because HRED uses the Hyperbola 
as the drop probability curve, this kind of control law can 
regulate the queue size to the reference queue size (i.e., the 
maximum threshold maxth) under a much wider range of 
traffic loads. In other words, HRED is insensitive to the 
level of network load. As a result, the queueing delay is less 
unpredictable, because the queue size does not vary much with 
the level of congestion. We also see that HRED is insensitive 
to the parameter settings. 

A. Experiment I 
Fig. 3 shows the insensitivity of HRED to the level of 

congestion. We increase the congestion by stepping the num- 
ber of FIT flows from 0 to 4500. Then we decrease the 
congestion. Both in HRED and Parabola RED, minth = 25 
packets and mazth = 89 packets, 2oq = 1/512 and mazp = 
1.0, as calculated in Section 11-C (RED parameter settings). 
As seen from the figure, HRED rapidly reaches and keeps its 
reference queue size (i.e., mazth), irrespective of whether the 
congestion is increased or decreased. However, Parabola RED 
is quite sensitive to the level of congestion. 

Fig. 4 also demonstrates that HRED is insensitive to the traf- 
fic load, from another perspective. These are the comparisons 
between HRED and Parabola RED in terms of the arithmatic 
average queue size as a function of the number of TCP flows. 
HRED is much less sensitive to the level of network loads. 
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reference queue size, network administrators can decide the 
tradeoff between the delay and network utilization. 

Expt. Zb) Sensitivity of Parabola RED to parameter settings for the 

IV. NETWORK UTILIZATION 
Routers at a bottleneck tend to he congested when the 

packets are incoming at a rate that exceeds the capacity of 
a given link. In other words, congestion occurs whenever 
the interface arrival rate exceeds the interface departure rate. 
Congestion may persist over different time-scales. We define 
the “long-term persistent congestion” as the congestion events 
that last much longer than a round-trip time. Under long- 
term persistent congestion, the primary goal of the congestion 
control mechanism at the bottleneck is to regulate the arrival 
rate of the aggregate traffic to best conform to the capacity of 
the given link. Otherwise, packet drops at the bottleneck could 
result in great waste of network resources, because all the 
resources a packet has consumed in transit get wasted when 
it is dropped before reaching its destination. This is further 
aggravated as TCP senders are normally spread across the 
whole network. Therefore, it is very crucial for AQM schemes 
to regulate TCP flows from the sending point (i.e., the source 
of a TCP flow). Because the router works in the network layer, 
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we can define the’“Network Utilization” as the departure rate 
(which equals the link capacity during congestion) over the 
arrival rate, i.e., U = departure rate I arrival rate. The closer 
a queue management scheme regulates the arrival rate to the 
link capacity, the higher the network utilization it achieves. 

AQM schemes always maintain a lower queue size for 
the lower-delay service and for transient congestion control. 
However, these benefits are not without cost. A lower queue 
size leads to a lower network utilization. Thus, while a network 
can provide lower-delay service, its network utilization also 
lowers. Although the traditional queue management scheme 
of Tail Drop (TD) removes the ability to provide lower- 
delay service, it can provide higher network utilization due 
to the larger queue size (full queue). For a given set of RED 
parameters, HRED can achieve higher network utilization than 
other RED schemes, because it maintains the queue size to 
maxth. Furthermore, by adjusting the reference queue size 
(i.e., maxth). HRED can achieve the optinlal point for the 
tradeoff between delay and the network utilization. 
A. Experiment 4 

Fig. 8 gives the comparison of all schemes (classic RED, 
Parabola RED, Hyperbola RED, and Tail Drop), under a load 
of 50 FTP flows, l0Mbps bottleneck link, maxth = 89. It 
is apparent that TD hest regulates the aggregate traffic arrival 
rate to conform to the capacity of the bottleneck line (hut with 
biases against flows and global synchronization). TD regulates 
the arrival rate of the aggregate traffic to about 10.7Mhps, 
so the network utilization is around 93.5%. Therefore, TD 
offers the highest network utilization from this point of view. 
Among the three AQM schemes, Hyperbola RED provides the 
highest network utilization due to a larger queue size, Parabola 
RED performs the second, and the linear RED (classic RED) 
performs the worst due to the lowest queue size (about 45 
packets). On the other hand, linear RED can provide the lowest 
delay, while TD results in the largest queueing delay. 

Fig. 9 gives an analogous comparison of all schemes under 
even heavier congestion (created by a load of 150 FTP flows, 
lOMbps bottleneck link) and maqh = 89. However, in this 

Expt. 3) HRED: Reference queue size is senable by the user. 600 
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figure, we specifically add one more test for Hyperbola RED 
with a higher mazth value equal to 150 packets. We can see 
that while a bigger queue size leads to a bigger delay, it is 
better than others in terms of network utilization. 

Fig. 10 shows the result of the experiment using HRED 
to study the effect of mazth on the utilization. We tested 
3 scenarios, i.e., HRED with 3 different mazth values, and 
under 150 FTP flows and using a IOMbps bottleneck link. It is 
clearly seen that a higher maxth results in a better utilization. 

B. Experiment 5 
To further investigate the performance of AQM schemes 

under a wider range of loads, Fig. 11 plots the mean values 
(arithmetic average) of the aggregate traffic arrival rate under 
IO, 50, 100, 150, 200, and 250 FTP flows for the lOOMbps 
bottleneck link. We observed that TD has the advantage 
in getting higher network utilization. However, for TD, we 
also observed the biases against flows as well as the global 
synchronization (plus the largest delay). 

C. Experiment 6 
Due to the proliferation of streaming media content over 

the Internet, unresponsive traffic and real-time traffic (such 
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as UDP-based streams) form a significant portion of today's 
Internet traffic. Real-time traffic is not necessarily responsive 
to network congestion, so it is important to examine the 
behavior of a heterogeneous environment. In this experiment, 
I O  percent of the bottleneck bandwidth was UDP-based traffic. 

Fig. 12 plots how the different schemes control the long- 
term network congestion under 150 FTP flows and IMbps 
UDP-based traffic. 
Fig. 13 plots another perspective (the mean values of the 
arrival rate as a function of the number of TCP flows) 
for all schemes under a TCP and UDP traffic mix. 

Compared to a pure TCP environment, all congestion control 
methods are less efficient in an environment with a mix of TCP 
and UDP. This is because UDP-based traffic is unresponsive 
to packet drops, whereas TCP-based traffic is. This is expected 
as per [3]. The UDP-based traffic is competing with TCP for 
bandwidth, and this equals the load increase to the bottleneck, 
which makes the congestion even heavier. 
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V. CflNCLUSlONS AND FUTURE Wf lRK 

Although many AQM schemes have been proposed, few 
of them have actually been deployed on today's Internet 
router by the industry due to various reasons as mentioned 
earlier. At present, only the classic RED algorithm and its 
two variants, Gentle-RED and Parabola RED, are deployed. 
In this paper, we proposed a minimal adjustment to the classic 
RED algorithm, called Hyperbola RED (HRED), that uses 
the Hyperbola as the drop probability curve. It is a simple 
hut efficient AQM algorithm. Although HRED still suffers 
from the slow responsive issue (due to the moving average 
queue calculation), from our experiments and analysis, we 
concluded that HRED has many advantages over existing ac- 
tive queue management algorithms (the advantages were listed 
in Section I). In this paper, we also defined and studied the 
network utilization of AQM schemes, from the perspective of 
the network layer. HRED was seen to have various advantages, 
which were presented in Section lV. 

For further work, we are interested in studying HRED with 
ECN. A lot of research has proved that AQM with ECN 
performs more efficiently than without ECN. We are also 

interested in studying HRED using short-lived TCP (Web-like) 
traffic. 
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