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Asynchronous execution of processes and unpredictable
communication delays create nondeterminism in distributed
systems that complicates the design, verification, and anal-
ysis of distributed programs. To simplify the design and
development of distributed applications, the idea of “causal
message ordering” (CO) was introduced by Birman and Jose-
ph [1]. If for any two messages M and M’ sent to the same
destination d, Send(M) — Send(M'), then CO ensures
that Deliverya(M) — Deliveryqs(M') at d. Existing al-
gorithms that provide CO have high message overhead and
use more storage than is required by an optimal algorithm,
or make simplifying assumptions by assuming certain topol-
ogy/communication patterns and inbuilt synchronization.

We present an optimal CO algorithm [2] under the fol-
lowing framework: ‘

® processes are allowed to multicast to arbitrary and dy-
namically changing multicast groups,

e the system has asynchronous communication with re-
liable non-FIFO message delivery using a nonblocking
protocol — at both the application level and lower lay-
ers — without any inbuilt synchronization, and

o thereis no a priori knowledge about the network topol-
ogy or communication pattern among processes.

The algorithm achieves optimality by storing and transmit-
ting the bare minimum causal dependency information and
using an encoding scheme to represent, store, and trans-
mit this information. The algorithm is shown to be optimal
both in space complexity of message overheads and in space
complexity of message logs.

We first identify necessary and sufficient conditions, in
the form of Propagation Constraints, on information about
messages sent in the past that must be stored and propa-
gated to enforce CO optimally [2]. An algorithm is then
devised to meet these Propagation Constraints [2]. The al-
gorithm stores and propagates information about a message
sent in the causal past as long as and only as long as (I)
it is not known that the message is delivered and (II) it is
not guaranteed that the message will be delivered in CO.
In addition to the Propagation Constraints, the algorithm
follows a Delivery Condition by which a message M’ that
- carries information “d is a destination of M” about a mes-
sage M sent to d in the causal past, is not delivered to d if
M has not yet been delivered to d.

Condition (I) and the Delivery Constraint contribute to
optimality as follows: To ensure that M is delivered to d in
CO, the information “dis a destination of M” is stored/propa-
gated on and only on all causal paths starting from Send(M),
but nowhere in the causal future of Deliveryqs(M).
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Condition (II) and the Delivery Constraint contribute to
optimality by the following transitive reasoning: Let mes-
sages M, M' and M" be sent to.d, where Send(M) —
Send(M') — Send(M") and M’ is the first message sent
to d on all causal chains between the events Send(M) and
Send(M'). M will be delivered optimally in CO to d with
respect to (w.r.t.) M" if (i) M is guaranteed to be delivered
optimally in CO to d w.r.t. M’, and (i) M’ is guaranteed
to be delivered optimally in CO to d w.r.t. M”. Condi-
tion (i) holds if the information “d is a destination of M”
is stored/propagated on and only on all causal paths from
Send(M), but nowhere in the causal future of Send(M')
other than on message M'. This follows from the Delivery
Condition. Condition (i) can be shown to hold by apply-
ing a transitive argument comprising of conditions (II)(1)
and (I). Thus, to achieve optimality, the information “d is
a destination of M” must not be stored/propagated in the
causal future of Send(M') other than on message M’ (condi-
tion (II)) or in the causal future of Deliverya(M) (condition
m).

Information about messages (I) not known to be deliv-
ered and (II) not guaranteed to be delivered in CO, is ex-
plicitly tracked by the algorithm using (source, destination,
scalar timestamp) information. The information is deleted
as soon as either (I) or (II) becomes false. Information about
messsages already delivered and messages guaranteed to be
delivered in CO is implicitly tracked without storing or prop-
agating it, and is derived from the explicit information. Such
implicit information is used for determining when (I) or (II)
becomes false for the explicit information being stored or
carried. The explicit information and the encoded implicit
information is the bare minimum causal dependency infor-
mation required to be stored and transmitted to enforce CO
optimally as per the Propagation Constraints. The algo-
rithm stores/propagates only this information.

The full paper [2] gives the Propagation Constraints, the
optimal CO algorithm, and a rigorous correctness proof.
The proof shows that certain invariants satisfied by the al-
gorithm satisfy the proposed necessary and sufficient condi-
tions for optimality and correctness.
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