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Abstract—In large-scale systems where an on-going monitoring program is needed, the traditional predicate detection algorithms
become undesirable due to their high overhead and inability to do repeated detection and to resume the detection after a node failure.
This paper presents an on-line decentralized algorithm that detects strong conjunctive predicates in a large-scale system. Our algorithm
assumes a preconstructed spanning tree in the system, and detects all satisfactions of the predicate in a hierarchical manner. When
a node fails or moves and the structure of the spanning tree is changed, our algorithm is able to recover from this situation and continue
the detection of further occurrences of the predicate satisfactions. The hierarchical structure of our algorithm also provides a finer-grained
monitoring in those large-scale systems where grouping is established and the monitoring happens at the group level. Comparing
with other detection algorithms, our algorithm incurs a low space and time cost, which is distributed across all the nodes in the system,
and a low message complexity. Our algorithm is particularly beneficial to resource-constrained systems.
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1 INTRODUCTION

DETECTING predicates over a distributed execution is
important for various purposes such as data stream

processing, industrial process monitoring, synchronization,
coordination, and debugging. In recent years, predicate
detection has found applications in large-scale systems such
as WSNs [1] and modular robotics [2], [3], where individual
nodes have only limited computation and storage resources.
With these properties, new solutions that conserve the limited
resources and take into consideration the potential failures
of the nodes are needed.

There are several predicate classes [4]. Two main classes are:

1. A relational predicate is a predicate that is expressed
as an arbitrary relation on the variables in the system.
Let xi and yj be local variables at process Pi and
Pj, respectively. F ¼ ‘‘xi þ yj 9 40} is a relational
predicate.

2. A conjunctive predicate is a predicate that can be
expressed as the conjunction of local predicates.
Y ¼ ‘‘xi G 35 ^ yj 9 25} is a conjunctive predicate.

Due to the asynchrony in message transmissions and in
local executions, different executions of the same distrib-
uted program can generate different sequences of global
states. Therefore, whether a predicate gets satisfied within
all consistent observations of an execution or within some
consistent observation of an execution, can be different.

Thus, two modalities under which a predicate F can hold
have been defined [5].

1. PossiblyðFÞ: There exists a consistent observation of
the execution such that F holds in a global state of
the observation.

2. DefinitelyðFÞ: For every consistent observation of
the execution, there exists a global state of it in
which F holds. This type of predicates is also called
strong predicates in [6].

Algorithms to detect PossiblyðFÞ and DefinitelyðFÞ for
a conjunctive or relational predicate are given in [5].
However, it has been shown that detecting a relational
predicate is an NP-complete problem. Due to the exponential
complexity of detecting relational predicates, most work on
predicate detection is focused on conjunctive ones.

In [6], [7], Garg and Waldecker gave centralized algorithms
to detect DefinitelyðFÞ and PossiblyðFÞ, respectively. In [6],
they presented an interval-based approach to detect
DefinitelyðFÞ. In [8], an interval-based algorithm that adopts
a unified approach to detect both PossiblyðFÞ and
DefinitelyðFÞ was given. For a system of n processes and an
execution in which the local predicate becomes true at most
p times at a process, the detection algorithm in [8] has a
space and time complexity of Oðpn2Þ. It also generates
OðpnÞ messages, each of size OðnÞ.

Several distributed algorithms were also proposed. Garg
and Chase [9] and Hurfin et al. [10] presented distributed
algorithms to detect PossiblyðFÞ. Both algorithms have
space, time and message size complexities of Oðmn2Þ, where
m is the maximum number of messages sent by any process.
Chandra and Kshemkalyani [11] gave a distributed algorithm
for detecting DefinitelyðFÞ. Its space and time complexities
are Oðminðpn2;mn2ÞÞ and its message size complexity is
also Oðminðpn2;mn2ÞÞ. Although [11] is also a distributed
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algorithm for detecting DefinitelyðFÞ, compared with our
algorithm, it lacks the capability to do repeated detection
and hierarchical detection.

When detecting predicates in continuous monitoring pro-
grams, usually the application requires the monitoring program
to raise an alarm each time the predicate occurs. One example is
data stream processing [12], where persistent tracking of the
specified pattern, which can be expressed as predicates, is
required. Another example is the industrial process monitor-
ing program such as in the chemical manufacturing industry,
where the system is monitored for events of both temperature
and pressure exceeding certain thresholds. In such cases, the
corresponding predicates could become true multiple times,
and the monitoring program needs to detect all occurrences.
Thus, none of these algorithms [6], [7], [9], [10], [11] are
applicable. As shown in [13], these algorithms can detect
predicates only once and will hang after the initial detection.
They cannot detect multiple occurrences because detecting
subsequent occurrences is not simply rerunning those one-
time detection algorithms, but requires elaborate processing
to ensure safety and liveness. In [13], a centralized repeated
detection algorithm which can detect all occurrences of
DefinitelyðFÞ in Oðpn3Þ time is given. However, all the time
and space costs incurred by this algorithm are at the sink.

This paper presents a decentralized algorithm that detects
DefinitelyðFÞ in a large-scale system. This algorithm
assumes a pre-constructed spanning tree [8], [14] in the
system and detects the predicate in a hierarchical manner. By
establishing a hierarchy in the system, our algorithm divides
the task of detecting a predicate among different levels in
the hierarchy. Each node detects the predicate within the
subtree rooted at itself. The hierarchical structure of our
algorithm also provides a finer-grained monitoring in those
large-scale systems where grouping is established and the
monitoring is needed at the group level. In addition, our
algorithm detects the predicates in a repeated manner [13].
In long-running applications where continuous monitoring
is required, repeated detection is essential because manual
intervention after one detection of predicate satisfaction to
reset the detection algorithm is not practical or even possible.

We assume a degree-bounded spanning tree in the
system, where the maximum degree of all nodes is
bounded by the value d. For a spanning tree of height h
and maximum degree d, our hierarchical algorithm has a

global time complexity of Oðd2pn2Þ and a global space
complexity of Oðpn2Þ, distributed across all nodes in the
system. Comparing with the only algorithm capable of
doing repeated detection [13], which is centralized and
incurs an Oðpn3Þ time complexity and an Oðpn2Þ space
complexity, our algorithm is superior in performance since
d2 is less than n for any spanning tree with h 9 2 (es-
sentially any non-centralized configuration). Also, the
message count complexity of hierarchical detection is sig-
nificantly lower. A comparison between our hierarchical
algorithm and the centralized repeated algorithm is given
in Table 1. Specifically, in Fig. 1, we show more insights
towards the differences between the message count com-
plexities of the two algorithms. Here, � is the probability
that intervals from d children overlap at one higher level.
Notice that, for message size complexity, an additional
factor of n will be applied since vector clock is used (see
Table 1). This is the case for other predicate detection
algorithms, such as [6], [7], [8].

We build on our preliminary result [15] by showing how
our algorithm handles node failures and mobility in the
system and by giving an in-depth complexity analysis.

Contributions

1. We present the first decentralized hierarchical
algorithm to detect DefinitelyðFÞ in a large-scale
distributed system.

2. Hierarchical detection, which is also strongly desir-
able for large-scale systems, necessarily requires
detection of all occurrences of the predicate satis-
faction, which we do in our algorithm. None of the
existing detection algorithms for DefinitelyðFÞ
(except the recent centralized algorithm in [13])
can do such repeated detection of all occurrences of
F. They all hang if a node fails.

3. The hierarchical detection in our algorithm makes it
capable of handling node failures or mobility. In our
algorithm, each process detects the predicate in the
subtree rooted at itself. When a node fails or moves,
the detection of the predicate in the system can be
easily resumed because our algorithm has the ability
to detect a partial predicate of the global predicate
and deal with a reconfigured tree. The same cannot
be achieved by the existing centralized or distributed
detection algorithms.

4. We give a performance analysis of our hierarchical
detection algorithm for message, space and time

TABLE 1
Complexity Comparison between Hierarchical Detection and the

Centralized Repeated Detection Algorithm

Fig. 1. Message count complexity comparison between hierarchical and
centralized detection, with d ¼ 2, p ¼ 20.
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complexity. The result (summarized in Table 1)
shows that our algorithm is superior to the only
known algorithm for repeated detection [13], which
is centralized.

Section 2 gives the system model and background on
interval-based predicate detection. Section 3 presents the
hierarchical detection algorithm and its theoretical foun-
dation. Section 4 shows how our algorithm deals with node
failures and node mobility. Conclusions are given in
Section 5. The detailed complexity analysis is included in
the supplementary file which is available in the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TPDS.2013.306

2 SYSTEM MODEL AND BACKGROUND

2.1 System Model
A distributed system is an undirected graph ðP; LÞ, where
P is the set of processes and L is the set of communication
links. Let n ¼ jP j. The n processes communicate asynchro-
nously with each other via the channels in L. We do not
assume FIFO channels, thus the messages may be delivered
out of order. The execution of process Pi produces a sequence
of events Ei ¼ he0

i ; e
1
i ; e

2
i ; . . .i, where eki is the kth event at

process Pi. An event at a process can be message receiving,
message sending, or an internal event. Let E ¼ [i2PEi

denote the set of events executed in a distributed execution.
The causal precedence relation between events induces an
irreflexive partial order on E. This relation is defined as
Lamport’s ‘‘happens before’’ relation [16], and denoted as
�. An execution of a distributed system is thus denoted
by the tuple ðE;�Þ.

If the network is a wireless network, each process can
communicate only with other processes within communi-
cation range. The topology of such a network is not a complete
graph, and messages transmitted within such a network
usually traverse multiple hops.

We also assume vector clocks [17], [18], [19], [20] are
available. Each process maintains a vector clock V of n
integers, which is updated by the following rules.

1. Before an internal event happens at process Pi, Vi½i� ¼
Vi½i� þ 1.

2. Before process Pi sends a message, it first executes
Vi½i� ¼ Vi½i� þ 1, then it sends the message piggybacked
with Vi.

3. When a process Pj receives a message with time-
stamp U from Pi, it executes 8k 2 ½1 . . .n�; Vj½k� ¼
maxðVj½k�; U ½k�Þ; Vj½j� ¼ Vj½j� þ 1; before delivering
the message.

The � relation between two events can be checked by
comparing their corresponding vector clock timestamps, i.e.,
ei � ej , Vei GVej , where Vei GVej means 8a 2 ½1; n�; Vei ½a� �
Vej ½a� and 9b 2 ½1; n� such that Vei ½b�GVej ½b�. Henceforth, we
use the notation � between two events and G between their
corresponding vector timestamps interchangeably.

2.2 Background on Interval-Based Detection
An interval at a process Pi is the time duration in which the
local predicate is true. Due to the lack of synchronized

physical clocks at each process, the start and end events of
an interval x, denoted as minðxÞ and maxðxÞ, respectively,
are identified by vector clocks [17], [18], [19], [20]. The
detection of either PossiblyðFÞ or DefinitelyðFÞ is to
identify a set of intervals, containing one interval per
process in which the local predicate is true, such that a
certain condition is satisfied within this set. In [7], [6], [21], it
was shown that the conditions to be satisfied forPossiblyðFÞ
or DefinitelyðFÞ to hold within a set X of intervals are as
follows:

PossiblyðFÞ : 8xi; xj 2 X;maxðxiÞ 6� minðxjÞ (1)

DefinitelyðFÞ : 8xi; xj 2 X;minðxiÞ � maxðxjÞ: (2)

Sink process P1 locally maintains n queues,Q1; Q2; . . . ; Qn.
Whenever a new interval x completes at some process Pi, Pi
sends the vector clock timestamps corresponding to minðxÞ
and maxðxÞ to P1 (This latency in detection is in all interval-
based predicate detection algorithms, except [22]. Note
that, some non-interval-based detection algorithms [7] or
some algorithms for weaker classes of predicates [2], [3] do
not incur such a delay). P1 then enqueues the interval x onto
queue Qi. By tracking the intervals from all n processes,
P1 checks the heads of all n queues using the condition in
Eq. (1) or (2) to see whether PossiblyðFÞ or DefinitelyðFÞ is
detected. If any interval is found to violate those conditions,
P1 deletes this interval from its corresponding queue.

3 HIERARCHICAL DETECTION

3.1 Basic Idea and Challenges
Our hierarchical detection algorithm works as follows. We
assume a spanning tree is already constructed in the
system [8], [14]. The algorithm utilizes this spanning tree to
establish a hierarchy for detectingDefinitelyðFÞ. Each non-
leaf node in the tree only maintains queues to track
intervals that are sent by its children or that occur locally.
Whenever a new interval occurs at a leaf node, it is
transmitted to the leaf node’s parent which tries to detect
the predicate within the subtree rooted at itself. If the
predicate is detected in the subtree, the root of the subtree
aggregates the set of intervals within which the predicate is
detected, and transmits this aggregated interval to its
parent. The aggregated interval is treated as a normal
interval at the higher levels in the hierarchy, and is used for
detecting the predicate within an even larger subtree. Once
an aggregated interval is sent to the parent (higher level
process), the parent detects occurrences of the predicate
within the larger subtree rooted at itself using aggregated
intervals received from its children, and generates the
aggregated intervals for its level once a satisfaction of the
predicate is detected. Whenever the predicate is detected at
some subtree, the root of that subtree will perform the
operations necessary for doing repeated detection within
that subtree. The same procedure repeats at each level of
the hierarchy. At the root of the spanning tree, the predicate
is detected for the entire system.

Thus, the difficulties in realizing this algorithm are: (1) how
to aggregate a set of intervals, and (2) how to do repeated
detection of DefinitelyðFÞ using aggregated intervals from a
lower level in the hierarchy.
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In [6], the authors outlined an approach for hierarchical
detection of DefinitelyðFÞ by trying to address (i) above.
But their approach lacks in the following aspects.

1. In [6], the authors assumed a specific partial order in a
set of intervals where DefinitelyðFÞ is detected. This
partial order requires that the intervals in the set can
be ordered into x1; x2; . . . ; xk such that 8i; j 2 ½1; k�, if
i G j then minðxiÞ � minðxjÞ ^maxðxjÞ � maxðxiÞ. So
their approach requires the set of intervals within
whichDefinitelyðFÞ is detected to be nested as shown
in Fig. 2. However, such a relation need not always
hold when DefinitelyðFÞ is satisfied.

2. The approach in [6] does not do repeated detection.
Being able to detect all occurrences of the predicate
at each level is essential to hierarchical detection.

We assume the hierarchy is formed as shown in Fig. 3a.
From Fig. 3b, observe that the first set of intervals detected
at P2 satisfying DefinitelyðFÞ consists of x1 and x2, and its
aggregation will be sent to the process in the higher level, i.e.,
P3. In addition to receiving this solution set, after P3 receives
interval x5 from P4 and interval x4 occurs at P3, P3 will start
the detection at the higher level. However, DefinitelyðFÞ
cannot be detected in the set fx1; x2; x4; x5g. If only a one-
time detection algorithm runs at P2, which is the case in the
approach in [6], then the only set of intervals P2 ever reports
to P3 is fx1; x2g and the later occurrence of the predicate for
P1 and P2 in the set fx1; x3g will remain undetected.
Therefore, the set fx1; x3; x4; x5g within which the predicate
could be detected for all 4 processes will never be detected by
P3. Notice that, in this example, no single process is detecting
the predicate for the entire system. Only hierarchical
detection is performed. This example shows that being
able to find all occurrences of the predicate at each level is
necessary to the hierarchical detection algorithm.

Without a proper way to aggregate intervals and without
a way to repeatedly detect predicates, the approach given
in [6] will fail to detect the predicates at the intermediate
nodes as well as at the top of the hierarchy.

3.2 Example Scenario of Our Algorithm
In this subsection, still using Fig. 3, we show how our
algorithm handles an example scenario where the user
wants to monitor the system for a certain event ‘‘F ¼
^iTempi 9 50deg’’, where Tempi is the temperature reading
at process Pi.

When DefinitelyðFÞ is first detected in fx1; x2g at P2 for
processes P1 and P2, our algorithm will identify one interval
from this set such that it will never form part of a future
solution set detected by P2. After identifying such an interval,
in this case x2, P2 will remove it from its corresponding queue

after sending the aggregated interval of set fx1; x2g to P3. P2

then continues the detection for later occurrences of the
predicate. When interval x3 finishes, P2 will detect a second
occurrence of the predicate in the set fx1; x3g and send
another aggregated interval to P3. At process P3, after local
interval x4 finishes and P3 receives intervals from both its
children, P2 and P4, P3 will attempt to detect the predicate
within the tree rooted at itself. The first attempt will fail, since
the set fx1; x2; x4; x5g does not satisfy DefinitelyðFÞ. As part
of this failed attempt, P3 will remove the aggregation of
fx1; x2g from its queue. When P3 receives the aggregation of
fx1; x3g from P2, a second attempt to detect the predicate
begins. This time, the predicate is detected in the set
fx1; x3; x4; x5g. Thus the predicate is detected for all 4
processes. After the first detection at P3, the algorithm will
not hang. Another interval from the solution set will be
identified for removal, and the detection will continue running.

From this example, we can observe that the key aspects
of our hierarchical detection algorithm lie in

1. the way to aggregate a solution set, and
2. the way to identify at least one interval from a solu-

tion set for removal to ensure progress for repeated
detection

at each level in the hierarchy. In the rest of this section, we
will show how we solve these problems.

3.3 Aggregation of Intervals to Detect DefinitelyðFÞ
In [6], [21], it was shown that for DefinitelyðFÞ to hold in a
set X of intervals, the following needs to be true

8xi; xj 2 X;minðxiÞ G maxðxjÞ:

This property was named as overlapðXÞ. Our objective is to
decentralize the detection of DefinitelyðFÞ. We first consider
the scenario where DefinitelyðFÞ has been detected in each
of the two sets of intervals X and Y and we want to detect
DefinitelyðFÞ in X [ Y .

Assume now, we have 4 processes in the system with their
timing diagram shown in Fig. 4a. The intervals occurring at
each process are shaded. The vector clock timestamps
identifying the lower and higher bound of each interval are
also illustrated in the figure. Intervals x1 from process P1 and
x2 from process P3 form set X, while intervals y1 and y2 from
process P2 and P4, respectively, form set Y . It can be checked
that both overlapðXÞ and overlapðY Þ are true.

Fig. 2. Approach in [6] works only if the intervals are nested.

Fig. 3. (a) Spanning tree consists of 4 processes. (b) Timing diagram
showing the relation between intervals.
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To show that DefinitelyðFÞ is also detected in all 4
processes, equivalently overlapðX [ Y Þ, we need to show

8i; j 2 f1; 2g;minðxiÞ G maxðyjÞ ^minðyjÞ G maxðxiÞ: (3)

From Fig. 4b, we can observe that, if we take the component-
wise maximum of minðx1Þ and minðx2Þ (illustrated in bold)
to form a new vector u, then the first conjunct in Eq. (3) is
equivalent to

8j 2 f1; 2g; u G maxðyjÞ: (4)

Likewise, taking the component-wise minimum of maxðy1Þ
and maxðy2Þ (illustrated in underline) to form another new
vector r, Eq. (4) is equivalent to u G r. The same operations
can also be applied to show the second conjunct of Eq. (3)
using aggregated vectors q and v.

This gives the inspiration to aggregate a set of intervals into
a single one to detectDefinitelyðFÞ in a larger set of intervals.
For sets X and Y in Fig. 4, their aggregated intervals are
denoted asuðXÞ anduðY Þ, respectively. The way to aggregate
those two sets using component-wise minimum or maximum
is shown in Fig. 4b.

Formally, for an arbitrary set X of intervals, satisfying
overlapðXÞ, we define an aggregation function uðXÞ of
intervals in X, in terms of vector timestamps, as:

8i 2 ½1; n�;min uðXÞð Þ½i� ¼ max
x2X

minðxÞ½i�ð Þ (5)

8i 2 ½1; n�;max uðXÞð Þ½i� ¼ min
x2X

maxðxÞ½i�ð Þ: (6)

With this formal definition of the aggregation function u,
we show the following theorem.

Theorem 1. Let X, Y and Z be sets of intervals, such that
Z ¼ X [ Y . Then overlapðZÞ iff overlapðXÞ^ overlapðY Þ ^
overlapðuðXÞ;uðY ÞÞ.

Proof. ð)Þ overlapðXÞ and overlapðY Þ are clearly true since
X,Y � Z. Now consider an interval y 2 Y . Since overlapðZÞ,

8x 2 X;minðxÞ G maxðyÞ. Thus minðuðXÞÞ GmaxðyÞ. Since
this is true for all y 2 Y , minðuðXÞÞ G maxðuðY ÞÞ. The same
deduction applies to minðuðY ÞÞ G maxðuðXÞÞ. So, we have
overlapðuðXÞ;uðY ÞÞ.
ð(Þ From overlapðuðXÞ;uðY ÞÞ we have minðuðXÞÞ G

maxðuðY ÞÞ ^minðuðY ÞÞ G maxðuðXÞÞ. For any interval
x 2 X, we have minðxÞ G minðuðXÞÞ. For any interval
y 2 Y , we have maxðuðY ÞÞ G maxðyÞ. Since minðuðXÞÞ G
maxðuðY ÞÞ, we have for any x 2 X and any y 2 Y ,
minðxÞ G maxðyÞ. Similarly, we can deduce that for any
x 2 X and any y 2 Y , minðyÞ G maxðxÞ. Since we already
have overlapðXÞ and overlapðY Þ, now we have
overlapðZÞ. Ì

Theorem 1 shows that we can aggregate a set of intervals
X into a single interval uðXÞwhich can represent the entire
set in detecting DefinitelyðFÞ within an even larger set of
intervals. uðXÞ is uniquely identified by minðuðXÞÞ and
maxðuðXÞÞ. These are not events but cuts in execution
ðE;�Þ, identified by their vector timestamps.

Theorem 1 only covers the union of two sets of intervals.
In the spanning tree, some processes may have more than
2 children. Below, we extend Theorem 1 to scenarios involving
more than two sets of intervals.

Lemma 1. LetX1; X2; . . . ; Xd be d sets of intervals, and Z be the
union of all d sets. Thus Z ¼ [di¼1Xi. Then overlapðZÞ iff
^di¼1overlapðXiÞ ^ overlapðuðX1Þ;uðX2Þ; . . . ;uðXdÞÞ.

Proof. ð)Þ ^di¼1 overlapðXiÞis clearly true since Xi � Z.
Since overlapðZÞ, we have 8i; j 2 ½1; d�; overlapðXi [XjÞ.
Thus, according to Theorem 1, we have 8i; j 2 ½1; d�;
overlapðuðXiÞ;uðXjÞÞ. This means, 8i; j2½1; d�;min
ðuðXiÞÞ Gmax ðuðXjÞÞ. Thus, we have overlapðuðX1Þ;
uðX2Þ; . . . ;uðXdÞÞ.
ð(Þ Since ^di¼1overlapðXiÞ ^ overlapðuðX1Þ;uðX2Þ; . . . ;

uðXdÞÞ, we have 8i; j 2 ½1; d�; overlapðXi [XjÞ. This
means, by picking any two intervals y1, y2 from Z, it is
always true that minðy1Þ G maxðy2Þ. This is because there

Fig. 4. Example showing the aggregation of intervals for detectingDefinitelyðFÞ. (a) The timing diagram of the system is given. An interval from each
process is marked in shade along with the vector clock timestamps identifying the lower and higher bounds. (b) The two sets of intervals X and Y
consisting of intervals from (a) are shown. The way to aggregate each set is also illustrated. Component-wise maximums among all lower bounds in
the same set are marked in bold while the component-wise minimums among all higher bounds in the same set are marked in underline.
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will always be a pair of i; j 2 ½1; d�, such that y1 2 Xi and
y2 2 Xj. So, we have overlapðZÞ. Ì

For our hierarchical detection algorithm, each process Pi
in the spanning tree detects DefinitelyðFÞ within the
subtree rooted at itself. Once the predicate is detected, Pi
aggregates the set of intervals within which the predicate is
detected using u and sends the aggregated interval to its
parent. At higher levels in the spanning tree, the predicate
within the subtree will be detected based on aggregated
intervals received from child processes. Lemma 1 ensures
that, by testing the overlap property on the aggregated
intervals, the predicate can be detected within a larger set
of intervals. At higher levels, the aggregation function will
also be applied to the aggregated intervals. However, we
notice that, for two sets of intervals X and Y ,

u uðXÞ;uðY Þð Þ ¼ uðX [ Y Þ: (7)

So, applying the aggregation function on aggregated
intervals is equivalent to applying it on the union of all sets.

3.4 Repeated Detection
In [13], the author showed how repeated detection can be
done in the centralized DefinitelyðFÞ detection algorithm.
Basically, repeated detection requires identifying a certain
interval from a solution set such that this single interval
cannot be part of a future solution set.

Doing the same in the hierarchical detection algorithm is
more complex. In the hierarchical algorithm, the detection
takes place at each level. At higher levels, the solution set
consists of both aggregated intervals and non-aggregated
intervals. Each aggregated interval represents a solution set
at the lower level. Identifying a certain interval for removal
now is to identify a solution set that cannot be part of a future
solution at a higher level, and removing an aggregated in-
terval x in the solution set will remove all the intervals ag-
gregated by x. This is very different from the situation in the
centralized algorithm in which the sink only needs to con-
sider non-aggregated intervals. Below, we show how repeated
detection can be done in the hierarchical detection algorithm.

First, for aggregated intervals generated at the same
process, we have

Theorem 2. For an aggregated interval uðXÞ generated at
process Pa and a later aggregated interval uðX0Þ generated at
the same process, minðuðXÞÞ G maxðuðXÞÞ G minðuðX0ÞÞ G
maxðuðX0ÞÞ.

Proof. Since uðXÞ is an aggregated interval, the set of inter-
vals X it aggregates satisfy the condition overlapðXÞ. Thus
8xi; xj 2 X;minðxiÞ G maxðxjÞ. Also, according to the
definition in (Eqs. (5), (6)), we know that the elements in
minðuðXÞÞ and maxðuðXÞÞ are equal to the component-
wise maximum or minimum among all minðxiÞ or maxðxiÞ,
respectively. Since 8xi; xj 2 X;minðxiÞ G maxðxjÞ, we
have 8xi;xj 2 X; 8l 2 ½1; n�;minðxiÞ½l� � maxðxjÞ½l�. Thus,
8l 2 ½1; n�;minðuðXÞÞ½l� � maxðuðXÞÞ½l�. So, minðuðXÞÞ G
maxðuðXÞÞ. The same can also be shown for uðX0Þ.

Since uðX0Þ is generated after uðXÞ, it means X0 is a
solution set within the subtree rooted at Pa that occurs
after the solution set X. Thus, there exists at least one
interval x0b in X0, such that x0b occurs after the corre-

sponding interval xb in X which comes from the same
process. So, we have maxðxbÞ G minðx0bÞ. Also, according
to the definition in (Eqs. (5), (6)), we know that 8xi 2 X;
8x0i 2 X0;maxðuðXÞÞ GmaxðxiÞ^minðx0iÞ G minðuðX0ÞÞ.
Thus, maxðuðXÞÞG minðuðX0ÞÞ. Ì

For any two intervals x and x0 that occur (local intervals) or
are generated (aggregated intervals) at the same process, if
maxðxÞ G minðx0Þ, we call x0 a successor of x and denote it as
succðxÞ. Theorems 1 and 2 prove that the aggregated intervals
are treated just as the non-aggregated intervals at the higher
levels in the hierarchy. Now we show how we can identify
an interval, aggregated or not, from a solution set such that
it can be safely removed.

In order for an interval xi in a solution set to be part of a
future solution set, there needs to be at least one interval xj
from the same solution set, such that overlapðxi; succðxjÞÞ is
true. From [13], we know that this is equivalent to

min succðxjÞ
� �

G maxðxiÞ: (8)

Then, if for all intervals xjðj 6¼ iÞ from the solution set X,
Eq. (8) is false, we have that overlapðxi; succðxjÞÞ is false for
all xjðj 6¼ iÞ from the solution set. Thus xi can be safely
removed from the head of the queue. So, we have:

remove xi iff

8xj 2 Xðj 6¼ iÞ;min succðxjÞ
� �

6 GmaxðxiÞ: (9)

Since maxðxjÞ G minðsuccðxjÞÞ, from [13], we know the test
condition in Eq. (9) can be approximated to

remove xi iff 8xj 2 Xðj 6¼ iÞ;maxðxjÞ 6 GmaxðxiÞ: (10)

Since we do not know the values in minðsuccðxjÞÞ until
that interval gets reported from the lower level, in order
to identify the interval for removal as soon as possible, the
approximated condition in Eq. (10) is what we use to prune
the queues. Although it is only an approximation, we now
show that it is actually correct and capable of always
identifying at least one interval for removal.

Theorem 3 (Safety). Once a solution set X is detected at any
process in the hierarchy, only intervals xi 2 X (xi may be
aggregated or not) that cannot be part of another solution are
removed from their queues.

Proof. Since Eq. (10)) Eq. (9), any interval removed using
the condition in Eq. (10) will also satisfy the condition in
Eq. (9). Thus, those intervals cannot be part of any future
solution set. Therefore, even if Eq. (10) is only an
approximation, it still guarantees safety. Ì

Theorem 4 (Liveness). For any solution set X detected at any
process in the hierarchy, at least one interval (aggregated or not)
gets removed from its queue.

Proof. Assume that the condition in Eq. (10) cannot be satis-
fied by some solution set X. Then, it means that for any
intervals xi 2 X, aggregated or not, there exists another
interval xj 2 X, such that maxðxjÞ G maxðxiÞ. This condi-
tion will eventually cause one interval xk to satisfy
maxðxkÞ G maxðxkÞ, which is impossible. So the assump-
tion is false, and thus the condition in Eq. (10) holds for
any solution set. Thus, Eq. (10) guarantees liveness.
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With the safety and liveness of the condition in Eq. (10)
proved, we can safely use it to prune the queues so that
future occurrences of the predicate at each level in the
hierarchy can be repeatedly detected. Ì

3.5 Hierarchical Detection Algorithm
With Theorems 1, 3 and 4, we have the theoretical foundation
for the hierarchical detection algorithm outlined in Section 3.1.
The algorithm is listed in Algorithm 1. Each process in the
spanning tree tracks the intervals occurring locally and
those sent from its children. The intervals sent from a child
process can be non-aggregated intervals or aggregated ones,
depending on whether the child is a leaf node. By checking
the intervals received in the queues (Lines (1)-(17)), each
process attempts to detect the predicate within the subtree
rooted at itself. Once a solution set is found (Line (18)), the

root of the subtree aggregates the set and sends it to its parent
(Lines (19)-(20)). At the higher level in the hierarchy, the
parent determines if the predicate can be detected in an even
larger subtree rooted at itself by repeating the same detection
procedure (Lines (1)-(17)). When the root of the spanning
detects a solution set, a satisfaction of the predicate is detected
within the whole system (Lines (21)-(22)).

Each time the predicate is detected at some process,
Lines (23)-(33) prune the heads of the queues so that future
occurrences of the predicate at the same level can be
repeatedly detected. For each interval xi in the solution set
X, this procedure checks xi against all other intervals xj in
X to see if 8xj 2 Xðj 6¼ iÞ;maxðxjÞ 6 GmaxðxiÞ. Each time an
interval xi is to be checked, a counter is initialized to 0. For
each interval xjðj 6¼ iÞ, if maxðxjÞ 6 GmaxðxiÞ then the
counter is increased by 1. After xi is checked against all
other intervals xj, if the counter equals l, which is the total
number of intervals in the solution setXminus 1, then interval
xi satisfies the condition in Eq. (10). Thus, we can safely
remove xi from the corresponding queue. In Algorithm 1,
the intervals to be processed can be aggregated intervals.
Thus when comparing the vector timestamps of two intervals
(Lines (12), (14), (26)-(27)), we cannot compare them in Oð1Þ
time as we can do with the normal intervals. This will affect
the time complexity of this algorithm. For details, please
refer to the supplementary file which is available online.

Although Algorithm 1 has the same basic structure as the
centralized algorithm given in [13], it is essentially different.
Algorithm 1 detects DefinitelyðFÞ in a hierarchical manner
and performs tests on aggregated intervals. Instead of one
central server process maintaining n queues, each process in
Algorithm 1 maintains queues only for itself and its children
in the spanning tree. When the predicate is detected at non-
root processes, the solution set is aggregated for processes in
the higher level to detect the predicate in a larger area.

To summarize, Theorems 1, 3, and 4 together guarantee that
Algorithm 1 is correct, meaningthat all the predicate occurrences
in the system are detected and there are no false alarms.

4 FAULT-TOLERANCE

4.1 Potential Failures In the System
In a large-scale wireless network, the following situations could
result in changes to the spanning tree. 1) A node crashes and

Fig. 5. (a) Initial topology of the spanning tree. Bold lines indicate tree
edges, while dashed lines indicate disconnected tree edges due to
either (b) node crash, (c) decreasing power, or (d) node mobility. In order
to reconstruct the spanning tree, new tree edges are added.
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loses all the communication link with its previous neighbors. 2)
A node moves out of the communication range of some or all of
its previous neighbors. 3) A node reduces communication
range due to loss of power. These situations are illustrated in
Fig. 5. In a large-scale wireless network, these situations can be
common, especially if individual node only has limited power
and is prone to crash failures. To handle these situations, a
mechanism to reconstruct the spanning tree after the node
failures is required. In this paper, we do not consider the
problem of reconstructing the degree-bounded spanning tree
after node failures. We expect some spanning tree reestab-
lishment mechanism at a lower layer to handle the recon-
struction of the degree-bounded spanning tree. This problem
is universal, ranging from electric power transmission grids to
LAN configurations to higher-layer tree overlays. Readers are
referred to the reconstruction approaches by Yang and Fei [23]
and Jeon et al. [24]. We instead focus on how the hierarchical
detection algorithm should behave to seamlessly transition
across the changes in the underlying spanning tree caused by
the reconstruction mechanism. We assume that failures do not
occur during message transmissions. This assumption is
reasonable because, compared with the duration of intervals,
the time to transmit a message is usually much less.

No matter which of the above listed three situations
happens, their effects to individual nodes in the spanning
tree after the reconstruction mechanism takes place can be
categorized into one or more of the following three changes:

1. The node loses one child.
2. The node gains an additional child.
3. The node’s parent gets switched.

Thus in order for our algorithm to correctly resume the
detection, meaning no missed predicate occurrences, it
needs to be able to handle these listed changes at all the
nodes that are affected by the reconstruction mechanism.

4.2 Dealing with Changes in the Spanning Tree
The main challenge is to prevent missed predicate occur-
rences. It is possible to miss a predicate occurrence in 2 ways:
when the changes to a node happen before the node’s local

interval finishes and when the changes happen after the local
interval finishes.

Take the example in Fig. 6 as an illustration. The messages
are not drawn in the timing-diagram for clarity. If two
intervals satisfy the overlap relation, they appear as overlapped
in the horizontal direction in Fig. 6c. The spanning tree is
initially constructed as shown in Fig. 6a. The failure happens,
say for instance, when process P5 moves away to become P3’s
child. This triggers the spanning tree reconstruction mecha-
nism and the reconstructed spanning tree is shown in Fig. 6b.

If this change happens after interval x5 finishes, the
reconstruction affects processes P2, P3, and P5. For P2, it
loses one child, and the interval x5 received by P2 now has
no corresponding child process. For P3, it gains a new child.
However, there is no corresponding interval queue in P3 to
accept intervals from P5. In addition, the intervals P3 later
reports to P1 is the aggregation of intervals from both P3 and
P5. Compared with the intervals P1 receives from P3 before
the spanning tree changes, the new intervals from P3 now
represent a different set of processes: fP3; P5g. For P5, it now
has a different parent process. Thus, it needs to report its
intervals to the new parent. These effects on processes P2, P3

and P5 resulting from the spanning tree reconstruction could
all potentially cause missed predicate occurrences.

On the other hand, P5 and P2 could be disconnected
before interval x5 finishes. In this scenario, the aggregated
intervals reported by P2 do not contain interval x5. If P3

reports interval x3 to P1 before P5 becomes P3’s child, then
it is possible that P1 will not receive interval x5 as part of
any aggregated intervals and thus miss the detection of the
predicate in the set fx1; x2; x3; x5; x6g.

With the above two possible ways in which the changes
in the spanning tree can affect the detection algorithm, we
observe that our algorithm’s hierarchical detection manner
can help to seamlessly transition across the changes and
guarantee the correctness.

Our proposed solution works as follows:

1. Whenever a process Pi loses a child Pj, Pi flags the
queue corresponding to Pj as lost. However, Pi does

Fig. 6. (a) Spanning tree consists of 5 processes. (b) Due to either node
mobility or decreasing power of process P5, the structure of the span-
ning tree is changed. (c) Intervals on each process are represented by
line segments.
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not remove this queue until all the remaining
intervals in the queue are processed and the queue
becomes empty. If Pj once again becomes Pi’s child
before the queue turns empty, Pi removes the flag.

2. When Pi gains a new child Pk, Pi needs to create a
new queue to process intervals from Pk. Also, when
Pi receives the first interval from Pk, it needs to check
whether this interval overlaps with the most recent
interval reported by Pi to its parent. If so, Pi needs to
send a new aggregated interval to its parent.

3. When Pi switches parent, Pi reports subsequent
intervals to the new parent.

4. When Pi’s child Pj sends intervals that represent a
different set of processes,Pi appends the new intervals
into the same queue corresponding to Pj.

4.3 Algorithm Augmentation for Fault-Tolerance
The addition of fault-tolerance to the hierarchical detection
algorithm is listed in Algorithm 2. After the spanning tree
is changed, each process that has its parent or children
changed in the reconstructed spanning tree needs to update
its local queues accordingly (Lines 1-7). Each process also
needs to remember the most recent reported interval in order
to guarantee all predicate occurrences are detected (Line 8).

Although the structure of the spanning tree changes,
due to the fact that the hierarchical manner of the algorithm
stays the same, it will not affect the detection of the future
occurrences of the predicate within the system. Further-
more, Theorems 1, 3, and 4 still ensure the correctness of
further detections of the predicate.

Even if multiple occurrences of the failures in Section 4.1
happen concurrently, our algorithm is capable of resuming
the detection after the spanning tree is locally reconstructed
for each such failure. This is because, in Algorithm 2, each
process Pi only needs to check the changes in its children
and parent after the spanning tree reconstruction. Thus,
each process Pi only needs to react to local changes.

Below, we show that Algorithm 2 guarantees all predicate
occurrences are detected with the presence of potential
failures happening during the detection. Notice that, we only
show that this statement is guaranteed for the entire system,
not for every subset of processes grouped by a subtree in the
system. This is because, with fault-tolerance considerations,
the spanning tree may keep changing. Thus, any subtree in
the system may exist only temporarily. Requiring the detection
of all occurrences of the predicate within any subtree while the
subtree itself could change at any time is thus impractical.

Theorem 5 (Completeness). Any occurrence of the predicate
for the entire system will be detected by some solution setX at
the root process.

Proof. With fault-tolerance handling, Theorem 1 is not im-
pacted because the logic to aggregate intervals stays the
same. Theorem 2 will also not be affected because we do
not remove intervals even if the corresponding process
disconnects. Thus, even with potential nodes leaving and
joining, it is always true that for an aggregated interval
uðXÞ and a later aggregated interval uðX0Þ generated at
the same process, we can find a interval x0b in X0 and the

corresponding entry xb in X such that maxðxbÞ G
minðx0bÞ. With Theorem 2 not affected, Theorems 3 and
4 will also hold.

Furthermore, if process Pi switches parent before its
local interval finishes, we also make sure Pi’s new parent
will process this local interval if it can be part of a global
solution set. Thus, if interval xi from Pi is part of a global
solution set, xi will become part of an aggregated interval
and eventually reach the root process where the oc-
currence of the predicate will be detected. Ì

With Theorems 1, 3, 4, and 5, it is guaranteed that our
proposed fault-tolerance handling will ensure the correctness
of the detection algorithm when transitioning across changes
of the underlying spanning tree.

5 DISCUSSION

In this paper, we proposed the first decentralized hierar-
chical algorithm that repeatedly detects all occurrences
of DefinitelyðFÞ for a conjunctive predicate F. Such an
algorithm is essential for large-scale systems, particularly
when the system is subject to node crashes. Our algorithm
detects the predicate at each level in the hierarchy, and thus
is able to detect a partial predicate of the global predicate.
This enables our algorithm to easily resume the detection
after a node crashes or moves. Compared with the only
other algorithm capable of doing repeated detection [13],
our algorithm distributes a lower time cost, and the same
space cost, across all processes in the network, and reduces
the number of control messages significantly. A detailed
complexity analysis is given in the supplementary file
which is available online and [15].
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