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ABSTRACT 
Data mining techniques frequently find a large number of patterns 
or rules, which make it very difficult for a human analyst to 
interpret the results and to find the truly interesting and actionable 
rules. Due to the subjective nature of "interestingness", human 
involvement in the analysis process is crucial. In this paper, we 
propose a novel visual data mining framework for the purpose of 
identifying actionable knowledge quickly and easily from 
discovered rules and data. This framework is called the 
Opportunity Map. It is inspired by some interesting ideas from 
Quality Engineering, in particular Quality Function Deployment 
(QFD) and the House of Quality. It associates summarized data or 
discovered rules with the application objective using an 
interactive matrix, which enables the user to quickly identify 
where the opportunities are. The proposed system can be used to 
visually analyze discovered rules, and other statistical properties 
of the data. The user can also interactively group actionable 
attributes and values, and see how they affect the targets of 
interest. Combined with drill-down and comparative analysis, the 
user can analyze rules and data at different levels of detail. The 
proposed visualization framework thus represents a systematic 
and yet flexible method of rule analysis. Applications of the 
system to large-scale data sets from our industrial partner have 
yielded promising results.  

Categories and Subject Descriptors 
H.2.8 [Information Systems]: Data Management -- Data Mining; 
I.3.m [Computer Graphics]: Miscellaneous – Visualization.  

General Terms: Management, Design, Human Factors. 

Keywords: Information visualization, interactive data 
exploration, actionable rules, patterns, visual data mining.  

1. INTRODUCTION 
The objective of many data mining applications is to find useful 
patterns or rules that can be used in practical tasks. Research to-
date has produced many algorithms for pattern or rule mining, 
e.g., classification rule mining [23] and association rule mining 

[2]. These techniques, however, typically generate a large number 
of rules, most of which are of no use [14][26][22]. A number of 
techniques have been proposed to help the user find interesting 
rules [1][3][10][11][14][21][22][29]. The issue of rule 
interestingness has been studied from two perspectives: objective 
interestingness and subjective interestingness [14][22][26]. 
Objective interestingness measures a rule according to its 
structure and statistical properties, e.g., support, confidence, etc. 
Subjective interestingness measures a rule according to its 
interestingness to particular users and applications. Characterizing 
rules with objective interestingness measures is not sufficient, 
because many statistically significant rules may not be useful for 
an application [14][26]. The reason is that the rules may already 
be known to the user, not related to the user’s application, or not 
actionable, i.e., nothing can be done with the rules. Clearly, 
subjective interestingness must be considered. Unexpectedness 
and actionability are two measures of subjective interestingness. 
Most research to-date has been focused on unexpectedness, as it 
essentially involves a comparison of discovered rules with the 
user’s existing knowledge, which can often be expressed as rules. 
Although unexpected rules may help the user to better understand 
the domain, they may not be actionable for a practical application 
[1][22]. In practice, actionability is the key. However, 
actionability is an elusive concept [1][26]. It depends on the task 
that the user wants to perform, and this aspect is often hard to 
represent and to relate to discovered rules. So far, limited research 
has been done with this measure [1][17][22].  

The field of Management Science offers some significant insights 
into the actionability of knowledge. There are well established 
methodologies and business practices on how to satisfy customer 
requirements in product design and manufacturing. Quality 
Function Deployment (QFD) is a management framework and a 
systematic process for motivating a business to focus on customer 
needs [6]. It represents a set of product development tools that 
were developed in Japan to transfer the concepts of quality 
control from the manufacturing process into the new product 
development process. The main feature of QFD is to meet market 
needs by using actual statements from the customer (referred to as 
the "Voice of the Customer"), technical requirements from the 
company, and a comprehensive matrix (called the "House of 
Quality") to identify important activities and prioritize them, and 
to document information and decisions.  
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In this paper, we propose a visual data mining framework for fast 
identification of actionable knowledge. It is inspired by the House 
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of Quality. The visualization displays a matrix of rich 
information, which enables the user to easily and quickly focus on 
opportunities, i.e., potentially actionable knowledge. This 
framework fits the following general scenario: The user wants to 
find (actionable) rules or patterns that can be used to solve his/her 
application problems. Typically in such an application, each data 
record has a class label. Some classes are important as they 
represent important real-life problems, e.g., product problems or 
issues that need to be addressed. In these applications, the user is 
not interested in prediction or classification, but rather in rules or 
patterns that can be used to deal with existing issues. In this 
framework, the identification of actionable rules is regarded as a 
post-processing step; it assumes that rules have been generated. 
The framework can also be used to guide the generation of rules 
in comparative study, as we will explain later in this paper.  

The concepts in our data mining setting can be readily mapped to 
concepts in the House of Quality. Customer requirements 
correspond to the target classes that the user is interested in. A 
company’s technical requirements in the House of Quality can be 
mapped to the set of attributes in the data. The combination of the 
above two concepts forms a two-dimensional matrix. Each cell in 
the matrix relates a class value to a particular attribute. The 
relationships between classes and attributes can be expressed in 
various forms, e.g., rules, distributions of data with regard to 
certain attributes and classes, etc. In the proposed framework, we 
are mainly concerned with rules. Our visualization enables the 
user to quickly determine important classes and actionable 
attributes and values, and to identify opportunities, i.e., actionable 
rules that can help solve his/her problems. The Opportunity Map 
also allows the user to focus on classes and the values of a 
particular attribute. A novel method for comparative study of 
rules from different subsets of data is also proposed, thereby 
enabling the user to perform more detailed studies resulting in 
more interesting and actionable knowledge.  

The proposed visual data mining with Opportunity Map involves:  

1. Mining rules from the data, from where we get rules, classes 
and attributes.  

2. Visualizing the rules using the Opportunity Map.  
3. Based on the user’s application and focus, arranging the map 

according to class importance and actionability of attributes. 
This isolates a small area in the matrix/map that may contain 
actionable rules.  

4. Identifying interesting spots in the specific area, i.e., attributes 
and cells in the matrix/map that are interesting. 

5. Drilling down to a particular attribute and classes to find more 
specific rules. This uses another map of the same nature. 

6. Performing comparative study, if needed. In the comparative 
study, rules mined from different subsets (classes/values) of 
the data are compared visually to see the differences. This 
turns out to be very useful in our application.  

All these steps can be performed in an iterative manner. 
Actionable rules are often identified in Steps 5 and 6.  

Our work makes the following contributions:  
1. To our knowledge, this is the first attempt to study rule 

actionability using a visualization approach.  

2. Ideas from Quality Function Deployment in management 
science are adapted to rule analysis, which is shown to be very 
effective. Our framework thus bridges the Management 
Science and data mining, which makes data mining results 
more attractive to management teams.  

3. It not only enables flexible and interactive analysis of 
discovered rules, but also compares them with those not 
discovered rules. This turns out to be very useful in our 
application because the user frequently wants to see the 
differences in support and confidences.  

Our proposed visual data mining system, Opportunity Map, 
displays a rich set of information, enabling the user to identify 
potential opportunities easily. We have used the system in 
applications with real-life and large-scale datasets from our 
industrial partner Motorola. The results show that the system is 
very promising. It helps to find truly interesting and actionable 
rules from a large number of generated rules. Due to the success, 
Motorola’s technology transfer team is working to make 
Opportunity Map a tool for product reviews and ongoing 
decision-making by new product designers and managers.  

2. Related Work 
Our research is related to three main areas of data mining: 
interestingness, rule query, and visualization. Below, we review 
the existing literature in these areas and compare it with our work.  

Rule interestingness analysis aims to evaluate the interestingness 
of discovered rules. As we have discussed in the introduction 
section, little work has been done on finding actionable rules. 
Opportunity Map aims to perform the task using an interactive 
visualization system.  

[22] proposes to build an expert system to find actionable rules 
for an application. However, building an expert system is a major 
undertaking, which is often more difficult than data mining itself. 
[1] proposes to organize all actions that the user can perform in a 
hierarchy. He/she then identifies actionable rules for each node 
(or action) in the hierarchy. However, finding actionable rules is 
actually the difficult part of the process as our application shows. 
Our proposed method aims to help the user find such rules. [17] 
removes some non-actionable rules, which is an objective analysis 
of interestingness. It does not find actionable rules for the user. 

Another type of data mining techniques allows the user to issue 
queries to a rule query system to retrieve rules that he/she wants 
to see [8][19][30]. However, one cannot issue a query to a system 
to find actionable rules if the user does not already know what 
actionable rules are. Opportunity Map helps the user to 
interactively identify actionable knowledge quickly.  

Regarding visualization, there are two general approaches, which 
differ in terms of what content is visualized and manipulated [13]. 
The first one is raw data visualization, and the second is data 
mining results visualization. Our proposed work is more related to 
the latter. For rule visualization, [9] proposes interactive mosaic 
plots to visualize the contingency tables of the association rules. 
In [7], classification rules are visualized using rule polygons. 
Each rule is displayed as a strip covering the area that 
encompasses its attribute value ranges. [32] introduces a method 
to visualize association rules without a fixed target. Its rules come 
from texts collections, and thus it visualizes how words are 



related. [33] visualizes the behavior of rules, i.e., changes of 
supports and confidences over time. In [5], parallel coordinates 
are used to visualize rules. These methods differ from our 
approach in terms of both the goal and the visualization.  

In [4], a 3D visualization is proposed to visualize association rules 
by emphasizing their supports and confidences. Although support 
and confidence are important, they are not the key in finding 
actionable rules. In [12], a post-processing environment is 
proposed to browse and visualize association rules. It provides a 
set of operations to divide a large rule set into smaller ones. The 
visualization is focused on one subset at a time. Histograms are 
used to plot the support and confidence values. In [20], important 
rules in terms of support and confidence values are highlighted 
with a grid view. However, it does not actively help the user find 
actionable knowledge.  

In [18], ordering of categorical data is studied in order to improve 
the visualization. The purpose is to have less visualization clutter. 
It is mainly useful for parallel coordinates [33][34] and other 
general spreadsheet types of visualization. It is clearly different 
from our work.  

All of the above approaches differ from our proposed Opportunity 
Map. It is also important to note that Opportunity Map is not just 
a rule visualization system, but a framework and a process for fast 
identification of actionable knowledge. It is also able to perform 
rule comparative analysis, which turns out to be very useful in our 
application.  

3. OPPORTUNITY MAP  
This section presents the proposed Opportunity Map framework. 
We first define the problem that it aims to solve, and then give a 
short introduction to the House of Quality from Quality 
Engineering research and practice. After that, we present the 
Opportunity Map in details.  

3.1 Problem Statement 
As indicated in the Introduction Section, Opportunity Map is 
designed for the following type of applications: 

1. The dataset has n attributes, A1, A2, ..., An. There is also a 
special class attribute C, which has a set of discrete values, 
C1, C2, ..., Cm. These values are often called classes.  

2. The classes represent possible states of the system, e.g., 
various normal states and abnormal states. A subset of the 
states is interesting or important to the user, and the remaining 
states are not.  

3. The user is interested in finding actionable rules that can help 
him/her deal with practical problems related to the important 
subset of states or classes, e.g., the abnormal states/classes.  

Clearly, classification/prediction is not the main objective here. 
Decision trees, naïve Bayesian classification (NB), and SVM are 
less suitable for the task. Both SVM and NB do not produce 
interpretable rules. Decision trees only find a small subset of 
rules, which are often long and hard to understand and to use, and 
may miss many actionable rules. Thus, they are less effective for 
explaining the relationships between attributes and classes. The 
aim here is to find rules that can help solve real-world problems. 
For example, a New Product Introduction Engineer may want to 
find the relationships between product attributes and abnormal 

classes in records of product performance data, thereby providing 
insights regarding how to modify the product design and reduce 
the abnormal cases occurring in future performance data.  

Since the applications addressed here include a target attribute (or 
a class attribute) representing product problems, we mine rules 
using a class association rule miner, CBA [15]. A class 
association rule is an association rule with only a class value on 
the right-hand-side of the rule. We also use multiple minimum 
supports in rule mining because the classes are extremely 
unbalanced. Abnormal cases are very rare and some abnormal 
cases are also rarer than others. The idea of mining association 
rules with multiple minimum supports can be found in [16].  

3.2 The House of Quality 
Quality Function Deployment (QFD) is a widely used Industrial 
Engineering technique for systematically focusing on customers’ 
requirements. Usually, cross-functional teams within the business 
use it to identify and resolve issues involved in product 
development, process control, services, etc [6]. Here, we 
introduce its first step, which is called the "House of Quality". It 
organizes important activities and information (Figure 1).  

The six components are:  

1. Customer Requirements: A structured list of customer 
requirements for a product, usually described in their words 
(also called Voice of Customer).  

2. Planning Matrix: A matrix quantifying the customers' 
requirement priorities and their perceptions of the 
performance of existing products. These priorities can be 
adjusted based on the issues that the design team identifies.  

3. Technical Requirements: A set of engineering characteristics 
to meet the customer needs. It describes the product in the 
terms of the company (thus called the Voice of the Company).  

4. Interrelationships matrix: A matrix that relates customer 
requirements and technical requirements to identify issues, 
and group these issues into different sectors according to their 
importance and priorities.  

5. Roof: A display of where the technical requirements that 
characterize the product, support or impede one another.  

6. Targets: A summary of the conclusions drawn from the data 
contained in the entire matrix and the team's discussions. 

The House of Quality represents a systematic process and tools 
for decision making and issue finding [6][28]. 

5.Roof 

3. Technical 
Requirements 

1.
 C

us
to

m
er

 
R

eq
ui

re
m

en
ts

 
 

4. Interrelationships 
matrix 

2.
 P

la
nn

in
g 

M
at

rix
 

6. Targets 

Figure 1. The House of Quality 



In our data mining context, we are primarily interested in the first 
four components of the House of Quality:  

1. Customer Requirements: Application requirements expressed 
as the classes that are important to the user (or customer).  

2. Planning Matrix: A matrix quantifying the user’s requirement 
priorities. 

3. Technical Requirements: Attributes and values (other than the 
class attribute and its class values) that can be used to deal 
with the problems of certain classes.  

4. Interrelationships matrix: Linkages between classes and 
attributes to identify issues and opportunities for problem 
solving. This will be discussed in greater detail below.  

Our goal is to identify important rules (which are attribute-value 
combinations) that affect important classes. They form the key 
opportunities for the user to focus on in order to solve real-world 
problems. Since the first three components are fairly simple, we 
focus on component 4.  

3.3 Matrix Visualization - Opportunity Map 
The Opportunity Map displays a matrix, where the X-axis lists all 
the attributes, and the Y-axis lists all the classes. Figure 2 shows 
an example. With the help of cell visualization (CV), the user can 
quickly identify key attributes (see Section 3.4 also). Priority 
regions (see below) in the matrix are created by arranging the 
attributes and classes according to the application. When an 
interesting attribute is identified, the user can drill down to that 
attribute for further analysis. We present the details below.  
Important Classes: As mentioned earlier, the user is often 

interested in only a subset of the classes. In matrix 
visualization, the classes are ranked according to their 
importance to the user, i.e., the important classes are placed at 
the upper part of the visualization, while the less important 
classes are located at the lower part of the matrix.  

Actionable Attributes: Attributes are divided into two groups 
according to their actionability. An attribute is actionable if 
the user is able to do something with that attribute to achieve 
some desired effects. An attribute is not actionable if it is out 
of the user’s control. For example, in the medical decision-
support systems, a patient’s age is not an actionable attribute, 
because the doctor cannot change the age of the patient. Note 
that a non-actionable attribute in one application may be 
actionable in another application.  
In Opportunity Map, actionable attributes are placed on the 
left side of the matrix, while non-actionable attributes are 
placed on the right. 

With this placement of classes and attributes, the matrix 
visualization is divided into four sectors as shown in Figure 2. 
Sector 1 (upper-left): This sector contains important classes and 

actionable attributes. This is the most important sector and 
represents the best opportunities. It is thus the priority area on 
which the user should focus.  

Sector 2 (upper-right): Although it is related to important classes, 
the attributes in this sector are not actionable by the user in this 
particular application. Rules in this area may, however, help 
the user to better understand the application domain.  

Sector 3 (lower-left): This area contains the less important classes 
with actionable attributes. The knowledge discovered from this 
area can be acted upon, but is generally of less interest to the 
user for the current application.  

Sector 4 (lower-right): Rules in this area are not important and not 
actionable.  

It should be noted that the important classes and actionable 
attributes are domain- and problem-dependent. It is quite possible 
that rules discovered from a non-actionable area for one 
application, may be actionable for another application. Thus, we 
would encourage the users to examine all four sectors of the 
Opportunity Map. 
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 Cell Visualization (CV) 
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les: The visualization allows the user to see how many rules 
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default) are used in a round robin fashion so that the user is able 
to distinguish different rules. Since the human factors research 
literature has reported that human eyes are more sensitive to the 
outline of a figure than to its content within that outline, we do 
not need to show the full height of the bars in order to convey the 
confidence information. We only draw each bar with a fixed 
length below the outline (manually highlighted in green in Figure 
3). This leaves us a large block of space in the center (and lower) 
part for communicating other information. By default, the block is 
blue colored, using the depth of the blue (saturation value) as a 
rough indication of how many data points there are. The number 
of rules is written in the middle of the cell. Not all rules are 
displayed if there are too many of them. This is compensated by 
allowing the user to dynamically scaling and resizing the grids so 
that more rules can be visualized.  

 
Figure 3. Details of cell visualization 

Now, let us summarize some useful properties of the rule 
visualization in each cell.  

• It allows the user to instantly see which cell contains more 
data based on the prominent depth (saturation) of blue color.  

• It also enables the user to compare sets of rules and instantly 
see which set is a stronger set. A set of rules is "stronger" if its 
rules on average have a higher confidence and support. This 
can be easily seen from the outline of the rules.  

• It clearly shows strong rules, which are wide (high support) 
and/or tall (high confidence) bars. These rules are likely to be 
very important for an application.  

Brushing and dynamic linking are used in the visualization so that 
when the user points the mouse to a rule (or a cell), the details of 
that rule (or cell) will be shown in a separate window on the right. 
Also, related attributes of the pointed rule will be highlighted in 
the matrix visualization. Examples will be given in the next 
section using real world data.  

In Figure 3, there are two optional small horizontal bars at the 
bottom of the cell visualization, labeled as bar A and bar B, as a 
way to indicate certain values of the underlying data. By default, 
they (proportional) indicate the number of data points in that grid 
and the data number covered by the rules in that grid. This gives 
the user a brief idea of data distribution and the quality of the 
rules in that grid. For the example, the rules in Figure 3 are good 
in the sense that they almost cover all the data in that grid since 
the two bars are of similar length. The exact counts are also 
optionally shown at the lower right of the grid (14 rules cover 
6972 data points out of total 7022 data points there).  

3.5 Comparative Study 
In our application, it was found that although some individual 
rules are useful, the knowledge gained through comparative study 
of subsets of the data can also be very interesting and actionable. 

For example, in the product design domain, one may want to 
compare the rules for two products to find out why one performs 
better than the other (which can be seen easily from drill-down 
and cell visualization because product model is an attribute).  

A simplistic way of doing this comparative study is to find rules 
related to product 1 and rules related to product 2, and then show 
these two rule sets to the user side-by-side. However, this does 
not work well because rules in the two sets can be quite different 
due to minimum support and minimum confidence constraints. 
Thus, we propose the following approach.  

Assume that the data subsets of interests are, D1, D2, ..., Dq. For 
example, Di represents the set of data records of product i. We 
perform the following steps:  

1.  Mining rules in each data subset: Let the set of rules mined 
from data subset Di be Ri. Two rules from different rule sets 
are considered the same if they have the same left-hand-side 
and right-hand-side. The set R of rules that will be compared 
in the next step is defined as follows:  

R = {r | r ∈ (R1 ∪ R2 ∪...∪ Rq)} 

To prepare for comparison, a data scan is performed to obtain 
the support and confidence values of all the rules.  

2.  Visualize the rules: After all the necessary information about 
supports and confidences of each rule r in R in all data subsets 
are obtained, we visualize them using a bar-chart based rule 
visualization (where width is the support and height is the 
confidence). An example is shown in Section 4 of this paper.  

3.6 Visualization Complexity & System 
Extensibility 

A visualization or a visual data mining system is effective only 
when the complexity of the visualization is within user’s common 
perception. Opportunity Map balances this well without 
overwhelming the user. Due to the way we design the 
visualization metaphor, our users confirm these simple methods 
usually give them easy start and lead them to interesting 
knowledge discovery: start with prominent cells (with deeper 
color, larger bars) and examine them. Drilling down on attributes 
and examining the drill down visualization and rules usually give 
hints of other related attributes (or cells) to study further. This 
brings back to the first step but with enriched knowledge and 
clearer view of the nature of the data.  

The Opportunity Map system also provides many general-purpose 
functionalities and operations. The framework and Cell 
Visualization are extensible. Correlations and other statistical 
results can also be visualized depending on the needs. Our 
subsequent research work will explore in these directions.  

4. CASE STUDY  
This section addresses the capabilities and evaluation of the 
proposed system. In general, it is hard to have an objective 
measure of effectiveness for such a visualization and visual data 
mining system. It can only be evaluated subjectively by the 
people who use it for real-life applications. This section presents a 
case study based on our real-life applications using the 
Opportunity Map for Motorola’s Mobile Devices Business unit. 
Because of the need to preserve the confidentiality of the 



 
Figure 4. Initial view of Opportunity Map. 

 
Figure 5. Drill down visualization on one attribute.                                    Figure 6. Sorting on class2022. 

application and the actual data, class names and attribute names in 
our case study are presented with generic names such as 
"class123" or "attribute456". Some data values are replaced by 
generic values such as 1, 2, 3, c1, a1, etc.  

The Motorola datasets that we used all have more than 500 
attributes and more than 100 classes. Based on conversations with 
human experts, it was learned that there are about fifteen classes 
that are very important for this application. The classes represent 
different types of product failure modes that occur. The objective 
of this data mining application is to find patterns or rules in the 
data in order to reduce the occurrence of such problems. 

The results presented here are based on a dataset with 100,000 
records. The classes are highly imbalanced, because product 

failure modes are an infrequent phenomenon. We used the class 
association rule miner CBA [15] to mine rules.  

After loading the rules and data, the user will see the first 
Opportunity Map screen as in Figure 4. The main window (on the 
left) displays the matrix visualization of Opportunity Map. All the 
user interaction with the system is performed in this window. The 
horizontal (X) axis shows all the attributes or variables. The 
vertical (Y) axis presents the names of the classes. The two thick 
green lines are used to divide the matrix into four sectors as 
described in Section 3.3. In the subsequent figures, these two lines 
are not visible due to the limited page size in this paper (there are 
many actionable attributes and important classes).  

The window on the right is called the information window, which 



 

 Figure 7. Sorting on class3303                                            Figure 9
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displays the detailed information as the user moves the mouse 
cursor over the main window. A small log window on the lower-
right corner logs the operations performed, and provides the user 
some hints when applicable.  
To start the analysis, the user first puts important classes and 
actionable attributes in the top-left sector by drag-and-drop. 
He/she then sorts the attributes according to the rule counts (or 
any other criteria supported by the system) for the important 
classes (sorting is done sector by sector only), and examines each 
attribute by scrolling to the right. The visualization reveals that 
attribute2644 (left most in Figure 4) plays a very active role in 
many classes. Drilling down on the attribute may reveal its 
relations with those classes in detail. Figure 5 gives the drill-down 
view of attribute2644. 
Immediately, from the prominent purple bar in the middle of the 
visualization (Figure 5), the user is able to identify some very 
important knowledge. Namely, class4295 (which is also an 
important class) happens only when attribute2644 takes the value 
of c1. This leads the user to investigate the possible reasons, using 
the available knowledge about the application domain. It should 
be noted that there is no rule discovered for that cell in Figure 5. 
This is a result of there being not many data points for that class 
(as was noted earlier, the classes are quite imbalanced). 
Therefore, it fails to satisfy the minimum support requirement of 
rule generation. In this way, Opportunity Map successfully helps 
the user discover this information while rule mining fails to do.  
At the same time, the user can see that it is difficult to describe 
some classes by rules, as these classes require a large collection of 
rules to cover the corresponding data. One such example in Figure 
5 is class895 when attribute2644’s value is 3d. Also, it is 
interesting to see that some data (such as class2591 at value 3d) is 
hard to summarize with rules. Even with fifteen rules, only 1,406 
data points out of the total 2629 data points are covered. When 
presented with such visualization for this data set, the Motorola 
engineers started a discussion of the possible relationships for the 
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(higher supports). Rules 2, 4, and 5 indicate that given the same 
conditions, product 2 is much less likely to result in failure. The 
insights from these rules are immediately actionable, as engineers 
can review the entire set, study why these are cases and 
identify/propose possible design changes for product 2.  
In summary, Opportunity Map helps to find many pieces of truly 
useful and actionable knowledge from a large set of discovered 
rules. Motorola technology transfer team is working to make the 
system a tool for their product reviews and ongoing decision-
making by new product designers and managers.  

5. CONCLUSIONS 
In this paper, we proposed the Opportunity Map visualization 
framework, and described its application for fast identification of 
actionable knowledge. This framework, which was inspired by 
the House of Quality from Industrial Engineering, visualizes the 
user’s needs, e.g., problem classes, and attributes that produce 
rules as a matrix. Opportunity Map clearly shows how attributes 
and their values are linked to the important classes. Combined 
with actionable attributes, the user can quickly focus on useful 
rules (and interesting cells). With sophisticated cell visualization 
and comparative study, Opportunity Map represents a systematic 
way of post-analysis of discovered rules with convenient 
visualization support. In our applications with real-life, large-
scale data sets from our industrial partner, it has been possible to 
find the truly interesting and useful rules and patterns from a large 
number of rules generated by data mining. Thus, the technology 
transfer team of our industrial partner is working to make the 
Opportunity Map a part of product reviews and ongoing decision-
making by new product designers and managers.  
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