Chapter 6

Post-Processing and Rule Interestingness in Data Mining
Introduction 

· The goal of data mining is to discover useful or interesting rules for the user. 

· Most of the research focuses on finding various types of (any) rules, classification rules, association rules, sequential rules, etc. 

· In many applications it is all too easy to generate a large number of rules, thousands, or more, but most of them are of no interest to the user, i.e., obvious, redundant or useless.  

· Thus, it is difficult for the user to analyze them and to identify those that are truly interesting. 

· Automated and/or interactive techniques are needed to help the user. 

· Identifying interesting rules is hard:

1.   different people are interested in different things. 

2.   Even the same person, interested in different things at different times.

Rule Interestingness

The interestingness of a rule: measured using two classes of measures, 

objective measures and subjective measures. 

· Objective measures involve analyzing the rule’s structure and the underlying data. Such measures include accuracy, significance, support, confidence, etc. (e.g., Quinlan 1992; Agrawal and Srikant 1994; etc). 

· There are many subjective interestingness measures, novelty, relevance, usefulness and timeliness. However, essentially we use two measures, 

Unexpectedness (Silberschatz and Tuzhilin 1995; Liu and Hsu. 1996):  

A rule is interesting if it “surprises” the user.

Actionability (Piatesky-Shapiro and Matheus 1994): 

A rule is interesting if the user can do something with it to his/her advantage. 

We focus on unexpectedness in this Chapter.  

A Naïve Solution is not Sufficient 

One may say that 

1. The user specifies the types of rules that he/she wants to see.

2. A system then generates or retrieves those matching rules.

This, however, is not sufficient for two important reasons:

1. The user typically does not know what interests him/her exactly and completely. 

2. Unexpected (or novel) rules are not within the user’s concept space, and are thus difficult to be specified. 

The key point (Liu and Hsu 1996): 
What is unexpected depends on the user’s existing knowledge of the domain. 

Main Issues in Finding Unexpected Rules

Knowledge acquisition

· How to obtain the user’s existing knowledge. 

The user may know a great deal, but it is hard, if not impossible, for him/her to tell what he/she knows (precisely and completely). 

To deal with this problem, expert systems research suggests the following:

· Allow interactive and incremental discovering or identifying of interesting rules. Through such interactions, the user will be able to provide more preferences and existing knowledge about the domain, and to find more interesting rules. 

· Actively stimulate the user, or suggest to him/her what he/she might have forgotten. 

Granularity of knowledge

· User knowledge can be divided into levels (Liu, Hsu and Chen 1997). 

Some aspects of the knowledge can be quite vague, while other aspects can be quite precise. 

Precise knowledge (PK): The user believes that a specific rule exists in the data. 

E.g., in a loan application domain, the user believes that if one’s monthly salary is over $5,000, one will be granted a loan with a probability of 90%. 
Fuzzy knowledge (FK): The user is less sure about the details of the rule. 

E.g., the user may believe that if one’s monthly salary is around $5,000 or more, one should be granted a loan. He/she may not be sure that it is exactly $5,000, and is also not sure about the probability.

General impressions (GI): The user simply has some vague feelings. 

E.g., the user may feel that having a higher monthly salary increases one’s chance of obtaining a loan, but has no idea how much and what is the probability.

· This division of knowledge is important because it determines how a data mining system can use the knowledge, and also whether it can make use of all possible types of user knowledge to discover interesting rules. 

Knowledge representation 

How to represent the user knowledge? 

· It is common to use the same syntax as the discovered rules because when the user is mining a particular type of rules, his/her existing concepts are typically also of the same type (Liu and Hsu 1996)

Post-analysis vs. incorporating user knowledge in mining algo

Finding interesting rules can be done using the following two methods:

1 incorporate the user knowledge in the mining algorithm to discover only the interesting rules.

Advantage: it focuses the search of the mining algorithm on only the interesting rules. 

Disadvantage: it suffers from knowledge acquisition. User interaction with the system is difficult because it is not efficient for a mining algorithm to execute whenever the user remembers another piece of knowledge. 

2 post-analyze the discovered rules using user preferences and knowledge to identify interesting rules. 

Advantage: the mining algorithm is only run once to discover all rules. The user then interactively analyzes the rules to identify the interesting ones. This also helps to solve the knowledge acquisition problem.

Disadvantage: it may generate too many rules initially. 

· In general, the first approach is ideal if the user is absolutely sure what types of rules are interesting. 

· However, if the user does not have all the specific rules in mind to look for, the second approach will be more appropriate. 

· In many applications, an integrated approach is the preferred choice. 

Template-Based Approach

The most straightforward method for selecting interesting association rules (Klemetinen et al, 1994): 

1. The user specifies interesting and uninteresting classes of rules using templates (inclusive and restrictive templates). 

2. The system then finds only those matching rules. 

· This is a post-processing technique. 

· A template describes a set of rules in terms of the items occurred in the conditional and the consequent parts. 


E.g., 




Fruit+, Diary_product* ( Meat.
Belief or Expectation Based Approaches

· The user is asked to state his/her beliefs or expectations about the domain. 

· The system then discovers or identifies those rules that are potentially interesting to the user, i.e., conforming (or expected) rules and unexpected rules. 

· This approach also helps to solve the knowledge acquisition problem: 

1. When the unexpected rules identified by the system are not truly unexpected, they serve to remind the user what he/she might have forgotten,

2. This approach can be interactive and iterative.

Precise knowledge approach

Formal belief systems, such as Bayesian theory, Dempster-Shafer theory can be used as a general framework to define unexpectedness. 

· For example, in (Silberschatz and Tuzhilin 1996), the degree of a belief A is defined as a conditional probability, P(A|B), that A holds, given some previous evidence B. 

· Given a newly discovered pattern p, we can update the degree of belief in A, P(A|p, B), using the Bayes rule. 

· Unexpectedness is defined by how much the degree of belief changed as a result of the new pattern p.

Problems: 1. 
They all require a large amount of precise knowledge from the user, which is very difficult to obtain in practice. 

2.
They are difficult to be applied to rules. 

Fuzzy knowledge (FK) approach

The fuzzy knowledge approach is a post-analysis method (Liu and Hsu, 1996). 

· We discuss the approach in the context of classification rule mining. 


P1, ..., Pi, ..., Pr ( C

· A FK is represented in the same way. An example FK for a traffic accident domain is


P_Age = OLD, Loc = BAD_VISIBILITY    (   Class = BAD_ACCIDENT
where the semantic meanings of “OLD”, “BAD_VISIBILITY” and “BAD_ACCIDENT,” are modeled using fuzzy sets (Zimmermann 1991). 

Let E be the set of user expectations and N be the set of discovered rules. 

1. Conformity: Ni ( N and Ej ( E are conforming if both the conditional parts of Ni and Ej, and the consequent parts of Ni and Ej are similar.

2. Unexpectedness: 

1)
Unexpected consequent: The conditional parts of Ni ( N and Ej ( E are similar, but the consequents of the two patterns are far apart.

2)
Unexpected reason: The consequents are similar but the conditional parts of Ni ( N and Ej ( E are far apart.

The computation details are in (Liu and Hsu 1996, and Liu et al 1998). 

Let us see an example. Suppose we have the following discovered rules from a traffic accident database, and the above example FK from the user.  


Rule 1
P_Age > 50, Loc = straight   (   Class = slight

Rule 2
P_Age > 65, Loc = bend, Speed > 50   (   Class = killed

Rule 3
P_Age > 50, Loc = T-junct   (   Class = slight
· The ranking according to the degrees of conformity is:


Rank 1 
Rule 2.
P_Age > 65, Loc = bend, Speed  > 50   (   Class = killed

Rank 2
Rule 3.
P_Age > 50, Loc = T-junct   (   Class = slight

Rank 3
Rule 1.
P_Age > 50, Loc = straight   (   Class = slight
· The ranking according to the degree of unexpected consequent is: 


Rank 1 
Rule 3.
P_Age > 50, Loc = T-junct   (   Class = slight

Rank 2
Rule 2.
P_Age > 65, Loc = bend, Speed  > 50   (   Class = killed

Rank 3 
Rule 1.
P_Age > 50, Loc = straight   (   Class = slight
General impressions (GI) approach

· General impressions attempt to model the vague feelings of a user about a domain (Liu, Hsu and Chen 1997). 

· Again, we discuss the approach in classification rule mining. 

Let A = {A1, ..., As} be the set of attributes in the database D, and C = {C1, ..., Cm} be the set of possible classes in D. 

Definition: A GI is of the following form,  



a1 ID1, …,  aw IDw ( Cj, 

where I = {a1, …, aw} ( A, I  ( (, and ap ( aq if p ( q, and ID ( {<, >, <<, |, [a set]}. [a set] represents a subset of values of a discrete (and/or nominal) attribute.

The meanings of G1s can be illustrated as follows: 

· a < ( Cj: This represents the impression that a smaller value of a will result in a higher likelihood of being in class Cj. It can be used to specify GIs such as “the smaller the period of loan repayment is, the more likely will the loan application be approved.”

· a > ( Cj: This represents the impression that a larger value of a will result in a higher chance of leading to class Cj. 

· a << ( Cj: This represents the impression that if the value of a is within some range, then class Cj is likely to be the result. For example, “if one is neither too young nor too old, then the loan application is likely to be approved.”

· a | ( Csub: This represents the impression that there exist some relationships between the attribute a and the classes in Csub (( C). However, the exact relationships are not known. 

· a [S] ( Cj: This represents the impression that if the value of a is an element in the set S, it is more likely to lead to class Cj.

Some examples of GIs are as follows:

(1)
saving > ( approved
(2)
jobless {no} ( approved
(3)
saving >, age << ( approved
Using GIs to analyze and rank the discovered rules according to their conformity and unexpectedness depends on the following assumption: 

· If two or more GIs lead to the same class and they have no common attributes, then their combinations also lead to the same class. Any impression that cannot be composed with a combination of the input GIs are considered unexpected. 

For example, with the above 3 GIs, it is assumed that 


saving >, age <<,  jobless {no} ( approved 

also holds. 

· Using the above assumption, we know that the following rule 



jobless = no, saving > 10 ( approved, 

conforms to the above 3 GIs as it matches the combined GI formed using (1) and (2) (“saving > 10” matches “saving >” in (1), “jobless = no” matches “jobless {no}” in (2)). 

· The following example rule’s consequent is unexpected, 




jobless = no, saving > 10 ( not_approved, 

because “saving >” in (1), “jobless {no}” in (2) both lead to class approved, whereas the rule’s class is not_approved. 

· The following rule’s conditions are unexpected because we have no GI relating “age <” and “saving <” to the class approved.


age < 20, saving < 10 ( approved.

Pruning and Summarizing the Discovered Associations (Liu, Hsu and Ma, KDD-99)
Many mining techniques aim for completeness: 


(
Find all rules.



E.g., association rule mining

· Completeness is desirable 

(
because it gives the complete picture of the domain. 


(
drawback:    too many rules  (thousands or tens of thousands)
· Not satisfactory: 
to mine only a small subset of the rules

· because this small subset only gives a partial picture. 

Existing Approaches

· Expert systems (e.g., Piatesky-Shapiro & Matheus 1994)
· Templates (e.g., Klemetinen et al 1994, Liu et al 1999)
· Existing knowledge (beliefs, expectations, GIs, etc):

· Post-processing

· Mining considering the existing knowledge

(e.g., Silberschatz & Tuzhilin 1995; Liu & Hsu 1996, Liu et al 1997; Padmanabhan & Tuzhilin 1998, Liu et al 1999)

All these approaches require a great deal of user input. 

· User input is difficult (knowledge acquisition problem)

· Completeness is also lost 

Overview of the Proposed Approach

Question: 
Can we preserve the completeness without:

· overwhelming the user, and without

· asking the user to give any existing knowledge?

Answer: 
Yes.

By pruning and summarization:

· Pruning:  
remove those insignificant rules. 

· Summarization: 
find a special subset of rules to summarize the discovered rules. 

(
The subset of rules:     called direction setting (DS) rules. 

Summarization: An analogy
Summarization here is analogous to the summarization of a text article. 

· From the summary, we know the essence of the article. 

· If we are interested in the details of a particular aspect, the summary can lead us to them in the article. 

In the same way, the DS rules

· give the essential underlying relationships of the domain.

· points the user to those related non-DS rules (the details). 

( 
Focusing

Example: Pruning the discovered rules
Many mined rules are spurious and insignificant. 

· Their existence may simply be due to chance. 

· Insignificant rules should be removed. 

Example: 

R1:
Job = yes ( Loan = approved
[sup = 60%, conf = 90%]

R2:
Job = yes, Credit_history = good ( Loan = approved  




[sup = 40%, conf = 91%]

· R2 is insignificant with respect to R1 (R1 is more general). 

· R2's slightly higher confidence is more likely due to chance. 

Example: Summarizing the unpruned rules
If we know R1 and R2, 


R1:
Job = yes ( Loan = approved 
[sup = 40%, conf = 70%]


R2: 
Own_house = yes ( Loan = approved





[sup = 30%, conf = 75%]

then, R3 is not so surprising to us:


R3:
Job = yes, Own_house = yes ( Loan = approved 




[sup = 20%, conf = 90%]

because it intuitively follows R1 and R2 (default knowledge). 

· R1 and R2 are DS rules as they set the direction (e.g., positive correlation) that is followed by R3 (a non-DS rule). 

· R1 and R2 provide a summary. 

Multi-Level Organization of Discovered Rules Using GSE Patterns (Liu, Hu & Hsu, 2000)

Let us use an example to illustrate the idea. 

· Our dataset has two attributes (A1 and A2), 500 tuples and two classes, ( and O. The domain of A1 is {a, b, c, d}, and A2 is {x, y}. An association rule miner finds the following rules:


R1:
A2 = x ( (


(sup = 41%, conf = 77%)


R2:
A1 = a, A2 = x ( (  
(sup = 14%, conf = 97%)


R3:
A1 = c, A2 = x ( (
(sup = 13%, conf = 91%)


R4:
A1 = d, A2 = x ( (  
(sup = 13%, conf = 93%)


R5:
A1 = b, A2 = y ( (
(sup = 6%, conf = 79%)


R6:
A2 = y ( O


(sup = 38%, conf = 83%)


R7:
A1 = b, A2 = x ( O
(sup = 10%, conf = 83%)


R8:
A1 = a, A2 = y ( O
(sup = 13%, conf = 98%)


R9:
A1 = c, A2 = y ( O 
(sup = 12%, conf = 97%)


R10:
A1 = d, A2 = y ( O
(sup = 12%, conf = 92%)

The Problems with the Individual Rules Representation

· By looking at the 10 rules, it is hard to understand the domain. 

· Individual rules fragment the knowledge in the data. 

1. The individual rules representation:

i) obscures the essential relationships and the special cases.

ii) makes it hard for the user to piece the rules together to obtain a good overall understanding of the domain. 

2. It represents the knowledge only at a single level of detail. This flat representation is not suitable for human consumption as we are more used to hierarchical representation (HR). HR allows us:

i) to manage the complexity of knowledge, and 

ii) to view the knowledge at different levels of details, and 

iii) to focus our attention on the interesting aspects.

General rules, Summaries and Exceptions (GSE)

Let us change the 10 rules to the following two GSE patterns, the picture becomes clear and much easier to understand. 

· General rules and exceptions (GE) representation



GE-1:
A2 = x ( (
(sup = 41%, conf = 77%)




Except
R7: 
A1=b, A2=x ( O 
(sup = 10%, conf = 83%) 


GE-2:
A2 = y ( O
(sup = 38%, conf = 83%)


Except 
R5:
A1=b, A2=y ( (
(sup = 6%, conf = 79%)

· The GE representation loses some information. GSE is better. 


GSE-1:
A2 = x ( (
(sup = 41%, conf = 77%)





Summary 
Highest conf. of ( class rules = 97%




Except
R7: 
A1=b, A2=x ( O 
(sup = 10%, conf = 83%)


GSE-2:
A2 = y ( O
(sup = 38%, conf = 83%)


Summary 
Highest conf. of O class rules = 98%


Except 
R5:
A1=b, A2=y ( ( 
(sup = 6%, conf = 79%)

Conclusion 

· We gave an introduction to the subjective interestingness and post-processing problem in data mining, and overviewed some techniques to help the user finding interesting rules. 

1. Use the user’s existing knowledge about the domain to find subjectively interesting rules.

2. Summarize and organize the discovered rules so that they can be browsed easily to get a good understanding of the domain. 

· Rule interestingness and post-processing is still an under-researched area, much work is still needed. 

· There is still a big GAP between the results of data mining and the use of the results. 
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