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Abstract: In this paper, we propose a nested Petri npblicies to coordinate agent nets. A two-level wékin-net

approach to model the coordination of multi-agesteams. A
higher level net (called host net) defines the muasets and
coordination mechanism of agents, while lower lenets
(called agent nets that are tokens of the hostmetiel the
behavior of individual agents. A dynamic channehazpt
and the notation are introduced for modeling
communications and coordination between the hastand
agent nets. We demonstrate our modeling approacaigh
an e-market example. Our approach promotes
extensibility and flexibility of multiple agent sysn design
through dynamic channels.

Keywords. Modeling, Multi-Agent system, Coordination,

Petri nets.

1. Introduction

tlaeldresses

[8] structure is formed consisting of a host nethet higher
level and agent nets at the lower level, in whiabheagent
net becomes a token of the host net. We adapttthenel
commands in Hoare’s process algebra CSP [4] anddera
new definition of channels to model the communaraiand

theoordination between the host net and agent nete T

channel communication consists of synchronous obamd
unidirectional information flow. Synchronous coritro
the issue of agent task synchronization.
Unidirectional information flow models the reactmess of
agent through input command and pro-activenessugfro
output command. By allowing resource tokens andntage
tokens in the higher level net, the coordinationcimagism

and the movements of agents within a multi-agesitesy can

be naturally modeled.

The remainder of this paper is structured as falo8ection

Mu|t|p|e agent Systems have become a new Computir?gdiscusses the related works compare to ours.ioBe8t

paradigm in recent years [5]. An agent is an autwus,
reactive and pro-active entity with social abilifyhe above
characteristics are typical in many software systénat are
distributed, concurrent and expected to interadh vaither
components or exploit services and resources dyadignon
the Internet. A critical issue in these systems thig
coordination of multiple agents to accomplish soghebal
tasks.

To model individual agents and the coordinatiormgénts, a
well-defined approach is needed. An approach based
formal methods is especially useful since it helmlygze
properties and reveal system errors at an eart@gesof

provides the formal definitions of our frameworlecBon 4
presents an e-market example for the demonstration
modeling method and steps by applying our framework
Conclusion and discussion are drawn in Section 5.

2. Related Works

In this section, we discuss some of the researatksminat
are related to ours.

2.1 Agent System M odeling

Agent-oriented paradigm has become an active reseaea

development procesdn this paper, we propose a formalin recent years [9]. Since object-oriented paradigim gained

approach for modeling the coordination of multiplgent
systems using a nested predicate transition nat i) [2]
framework. PrT nets are a class of high level Reits, well
suited for describing data, control, functionaldyd dynamic
behaviors of concurrent, asynchronous, and digaibu
systems. In our nested PrT net framework, individiggents
are defined by agent nets, which capture indivicagents’
local tasks. The environment where agents residiefined
as a host net, which represents global plan wittgfined

popularity among developers, most of the agenntet
methodologies were extended from object-orienteddigm

and used informal models that did not support fdrma
analysis. In [1] and [7], formal specification larages
(temporal logic and Z respectively) were used feecsfying

agent models, but no behavior models were provithed.7],
G-nets, an object-based Petri nets, were furtheendrd for
agent-based systems and used to model the message
processing mechanism of agents.



2.2 Multi-Agent Coordination Modeing

Since resource coordination is one of the essetatsits of a
multi-agent system, various algorithms were progdeedeal
with conflict controls of competing resources baeadstatic
avoidance approach ([12], [13], [14]) or negotiatapproach
([15], [16]). Static avoidance approach, howevés,
impractical for dynamic interacting software syssesince a
tightly coupled global plan limits the flexibilityand
extensibility of the system and it is difficult asdmetimes
redundant to name all the possible conflicts duregign
time. On the other hand, negotiation approach Hees
flexibility and extensibility of designing the agen
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F O(PxT)O(TxP) is a set of arcs, which define the flow

relation,

Specis an algebraic specification used to define thréss
and tokens oP, the labels of and the constraints @f,
ins= (¢,L,R,M,) is an inscription that maps net

elements to their denotations in the algebraic
specificationSpec ¢ is a mapping fronP to the set of

sorts;L is a sort-respecting mapping frdfato the set of
labels;R is a mapping fronT to the set of constraints;
and M, is an initial marking — a mapping froRito the
set of tokens.

independently by solving the conflicts at runtimsing The dynamic semantics of a PrT net can be defired a
follows:

predefined protocols, although there is a trade foff
temporal efficiency. In [6], the concept of potahtarc was
proposed in colored Petri nets as an avoidanceoapiprfor
solving conflicts among agents Potential
transformed into coordinators, which included atisgible
alternate paths to coordinate shared resourcesagpmach
is still considered as static since all agent plavere
eventually concatenated together with the coordmsato
form a global plan; therefore the system and agemés
tightly coupled. Another work on agent coordinatieas the
moderator coordination model proposed in [18]. Thizrk
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A marking of a PrT net is a mapping frofhto sorts
defined inSpe¢

An occurrence mode ™ is a substitutiorr = {x; < ¢,

..., ¥a < Cq}, Which instantiates typed label variables.
We useeqa to denote the result of instantiating an
expressione with a, in which e can be either a label
expression or a constraint;

Given a markingM, a transitiort 0 T, and an occurrence
modeaq, tis a_enabled aM iff the following predicate is
true: Op: p O P.(L (p,t):@) O M(p)) OR():a; where

focused on the agent interaction protocol and thelogy of .
the conversation. The moderator was separated &gemt C(x y) = Ly) if(xy)DF
models specifically for handling the conversatiomoag ' ad otherwise

agents in an organizational view.

2.3 Agent M odeling with Net-within-Net Approach

As for modeling the movements of agents, severalksvo

([11], [29]) also used layered net structures. €hemrks
mainly focus on the mobility of agents with regéwdocation
changes. In [11], nested colored Petri nets werd us
define the synchronized communication through @fusf
two enabled transitions where the information ergeawas
bi-directional. In [19], a layered predicate trdiuwsi net
approach was used to model the information flowbeh an
agent net and the system net through an intermatemor.

4
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The internal connectors had to be constantly update

according to the changing number of agents to miaint (6

consistency with the system net.

3. A Nested Petri Net Framework

We define a nested Petri net framework based odiqate
transition nets for modeling various aspects of tragent
systems. Other than data and functionality, ouméaork

)

If tis a_enabled aM, t may fire in occurrence mode
The firing oft with a returns the markinyy’ defined by
M'(p) =M(p) - L (pt):a OL(t,p):a forp OP. We use
M[t/a>M’ to denote the firing ot with occurrencea
under markingM. As in traditional Petri nets, two
enabled transitions may fire at the same time ag &s
they are not in conflict;

For a markingM, the set 1> of markings reachable
from M is the smallest set of markings such thafl
[M> and ifM' O [M> andM’[t/a>M” then M” O [M>,
for somet O T and occurrence mode (note: concurrent
transition firings do not produce additional new
reachable markings);

) An execution sequendd ToM;T;... of N is either finite

when the last marking is terminal (no enabled fitams

in the last marking) or infinite, in which case ledg is

an execution step consisting of a set of non-confli
firing transitions;

The behavior oN is the set of all execution sequences
starting from the initial marking.

3.2 Modeling Time Concepts

supports the modeling of communications, movemaerfts
agents and real-time requirements by introducingnobl

expression and time expression to transition caims. It is well known that a high-level Petri net modain handle

time concepts adequately by representing time rimdtion as
an additional element of tokens and adding timestaimts
as additional conjuncts to transitions [10]. Her imtroduce

a special variable, and use it exclusively as part of a
transition constraint. A time expression has thkofdang
general forma < r < b, wherea andb indicate the lower and
upper time bounds respectively. This time expreshis the
same meaning as a time interval p] associated with a

3.1 Predicate Transition Nets

We use the PrT net definition in [3]. A PrT netisuple N,

Spec, inj where:

(1) N= (P, T, F)is a net structure? andT are finite sets of
places and transitions df whereeqT=0,POT 20 and



transition in classical time Petri nets; such thatenabled use value semantics or reference semantics inngassi
transitiont with time constraint < r < b is fireable within ~ agent’s information from one location to another.

the relative time intervak] b] or the absolute time intervaf|

+ a, @+ b]. 6 denotes the moment (absolute time) that® model synchronized communications between rtetisea
transitiont was enabled. Furthermore, we adopt $h@ng different IeVelS, we extend the constraint defaritto include
fireability rule, i.e., a fireable transition must fire by tiree ~channel expressions. We borrow the input and output
limit @ + b. Transitions without timing constraints can beommands in CSP [7] for representing channel esmes.

viewed to have fireable intervals of [0]. Thus a channel expression fée (output) orn?x (input),
wheren is a channel name is an expression, arxis a

To model timing concept, we need to modify the dyita variable. Channel names are the identificationsebftokens
semantics of PrT nets. Since tokens now carry §mir@nd the identification of the system net. A syndiwed

information, we do not explicitly add a time elerharto the

communication occurs when two fireable transiti@gwo

definition of markings. Thus we only need to make t different net levels have matching pairof input and output

following changes to the definitions of dynamic seics of
PrT nets:

(3) Given a markingM, a transitiort O T, and an occurrence

modea, tis a_enabled aM iff the following predicate is
true:Op: p O P.(L (p,t):a) O M(p)) ORy(t):a; whereR(t)
= Ry(t) ORL1). Ry(t) is a non-timing constraint, arRi(t)

=a<rt<bis atiming constraint. We do not explicitly

write the time interval [Op] for non-timed transitions;
(4a) An enabled transitidarwith timing constrainR(t) = a<
7 < b under markingVl with occurrencen is fireable within
time interval P + a, 8 + b], and must fire a@ + b if it is
continually enabled;
(4b) The firing of fireable transitionunderM with a returns
the marking M’ defined byM'(p) = M(p) - L (pt):a
OL(tp):a for pOP. We useM[t/a>M’ to denote the firing
of t with occurrencea under markingM. As in traditional
Petri nets, two fireable transitions may fire a game time
as long as they are not in conflict.

3.3 Netswithin Nets

Although we can define a general structure of deapkted
nets as in other works, here we elect to just deditwo-level
net structure that is adequate for our study andnigh
simpler. The lower level nets are used to modebtteviors
of individual computation entity and thus PrT neie
appropriate. Since lower level nets serve as tokd#nthe
higher level net, some care must be taken to enlkarkigher
level net are well defined. First, the higher lemet has its
own data abstraction and processing capabilitiess we still
need to have the full description power of PrT n&&cond,
individual computation entities have their own bebes and
logics that cannot be described by static dataa Assult, we
have to treat net tokens as black boxes. Only fHeintities
are visible and accessible in the higher level ridtis
treatment allows these net tokens to be groundedtlaums
well-defined. This treatment also respects the retty
characteristic of the net tokens. Third, the coeatand
removal of a net token can be done through somedaoy
transitions without input places and transitiontheiit output
places respectively. We can leave

responsibilities of an external environment. Fouvtie only
model the logical mobility of an net token and thdgs not
consider the implementation details with regarevbether to

the functionali
(constraints) of these transitions open and viegsahas the

channel expressions, i.e, a transition in the gystet with
identificationsys-idcontainsnet-id! exp (or net-id ?x), and a
fireable transition in a net token with identifigret-id
contains sys-id ? x (or sys-id ! exp. To enforce well-
definedness of communications, the channel namegeént
nets must be constants; however, a channel mamethe
system net can be a variable ranging over the ole@nsg’
identifications, which is instantiated with an eliradp net
token identification. This allows great flexibilignd concise
representation of synchronized communications.

During the synchronization, a unidirectional infation flow
occurs such that the value eof the output command is
assigned to the variabkeof the input command.

We further revise the definitions of dynamic seri@nof PrT
nets to capture the synchronized communicatiorfisllasvs:

(3) Given a marking/, a transitiort O T, and an occurrence
mode q, t is a_enabled aM iff the following predicate is
true: Op: p O P.(L (p,t):a) O M(p)) ORy(Y):a;

where R(t) = Ry(t) O R{t) O Ry(t). R,(t) is a non-timing
constraintR{t) =a <z < b is a timing constraint, ari(t) =
nle | n? is a channel expression. We do not explicitly evrit
the time interval [Oyo] for non-timed transitions;

(4a-1) An enabled transitidrwith a channel expressidR(t)

is readyif a transition with a matching channel expressgon
also ready;

(4a-2) A ready transitionwith timing constrainR{t) =a<rt

< b under markingM with occurrenceq is fireable within
time interval P + a, 8 + b], and must fire a@ + b if it is
continuously enabled.

Note: The effect of information flow during a symchized
communication has been reflected in the arc lak@lessions
and thus no change to the definition of (4b) froecti®n 2.2
is needed.

It is obvious that this modified semantics is oniganingful
in the context of a net model that consists of ipldtievels.
The synchronized communications only happen véiyicat
horizontally (i.e., no direct communication betwe&mo
agent nets.) The above one-to-one communicationsbea

Wxtended to one-to-many (broadcasting) communicstio

With the input and output commands, we can natudsfine
the reactivity and pro-activeness of an agent.



4. Multi-Agent System Coordination M odeling
4.1 An Agent M odel

Distributed and heterogeneous software systems lman
naturally modeled as multi-agent systems whereibiiged
agents are autonomous and encapsulated computatities.
Agents rely on communications to perceive extestates
and participate in activities such as resource istpaand
subtask execution. To build an agent model, a coemicthat
associates the communications with other memberthén
system is mandatory (Figure 1). As a receiver, ageeives
message from the environment and performs actiasscbon
its decision logic. As a sender, agent sends régaes
responds to the environment. A series of commuioitacts
is called aconversation which is defined as amteraction
Protocol [20] that helps designers to effectively implemen

agent models

‘ Communication ‘

l T
‘ Agent Tasks ‘
L T
‘ Decision Logic ‘
Tl l T
‘ Knowledge Base H Policy ‘

Fig. 1 Generic components of an agent model.
4.2 Coor dination M odel

Since agents can be geographically distributed posgibly
running in heterogeneous systems, a coordinatiarhamesm
in multi-agent systems ensures over all systemisEnsy.
Although coordination strategies may vary with relggo
different application domains and system objecti{2%],
some component responsible for coordination seniie
always needed. A coordination component usually tkas
provide up to date information about the systertestand to
coordinate agents based on predefined policy armstesy
states. A communication component is also needed
facilitate the interactions between agents. (Fig)re

‘ Communication ‘

Tl
System States ] Coordinate
L T L T U
Resources Participants Global Policy

Fig. 2 Generic components of a coordination model.

Agents evolve constantly in a distributed and logieneous
environment; separation of the coordination logises the
complexity of agent models and allows the flextkilio
modify a coordination mechanism. The coordinatioodet
also simplifies the interactions among agents. éwylas
agents obey the interaction protocol that comphés the
coordination model, they can easily join the cosagons.

4.3 A Modeling Approach

While many agent-oriented engineering methodolobeage
been proposed [9], few of them dealt with the cowtion
modeling using formal methods. In [22], the comstiion of

a skeleton for individual autonomous agent was istld
Agents’ externally visible events relevant to cowoation
were first identified. Based on the events, thdetka was
defined using finite state automata. The approdeitesi
from building a Dooley graph based on the convemsat
among agents. Then, the histories of agents imeecsation
were analyzed to induce the agent skeleton. Theltiregp
meta-model represented by finite state automata tives
used to validate the specified coordination reguéets,
which was represented by temporal relationships[1Bj,
agent interaction protocols and the ontology of the
conversation were investigated. The protocols vieskated
from agent models and considered as resources and
predefined processes that agents had to follow.o8lemator
encapsulated with a well-identified process wasegard for
each conversation between agents and a ConverSsioer
was defined to keep the information of all active
conversations. The moderators were used as theination
model to grant roles to agents and to control thgoing
conversation. The behavior model was specified gusin
CoOperative Objects, a Petri net based formalisegrated
with object-oriented features.

Our approach is to use the generic models described
Section 4.1 and to provide steps to build intecactinodels
for multi-agent systems. The coordination modeloisceived
as a broker that matches up agents that exhibitsémee
interests (resources or services) based on predefin
matching mechanism and published information ofnége
The agents are therefore categorized into two tymessis the
requestor, and the other is the provider. The r&gue and
6Poviders register their interests in a public dioey
provided by the broker, who deals with the coortiomalogic
that includes public directory service, collectieguests and
available resources, and matching requestors amwdgrs.
Based on these assumptions, a two layered multitage
system’s hierarchy is depicted in Figure 3.

/ Requestors / Providers /

Fig. 3 Hierarchy of multi-agent coordination.

Broker




To model the coordination of a multi-agent systenthw
layered hierarchy, we use the nested Petri netdjgama
defined in Section 3. A higher level net descrilibe

coordination behaviors with the participation ofttb@ctive

and passive tokens. In this case, requestors awtprs are
active tokens, resources and services are passkend.

Active tokens are modeled as agent nets with tbein

interaction models. The communications and inforonat
flows between nets at different levels are throtighchannel
concepts defined in Section 3.

4.4 Congtructing I nteraction Models

L 7T
| Communication | ::> receive send
N

Fig. 4 Transformation of communication net.

Next step is the transformation of the actions. 3gent tasks
component in Figure 2 is the set of actions thahtgossibly
perform. Similarly, the coordinate component inufg 3 is
the set of actions that the broker possibly usecbtwdinate
agents. In the conversation scenario, the commiivgcacts

We define aninteraction Modelto handle the coordination in verb representctions These actions are transformed into
behaviors of a set of possible agent conversatighs. transitions. For example, seller has actionsguest and
Conversationis an execution sequence, which is initiated bytommit, which imply proactive and reactive behavior
a requestor and ended with a successful commitroent respectively and should be linked to a messageoingg

terminated by failure resulted from any participathiat
engaged in the conversation. It is obvious thatoagoing
conversation will affect an agent’s local behavittrus an
interaction model must comply with certain predefin
interaction protocols or the conversation will nbe
meaningful.

We use an e-market example to demonstrate thecapph
of the net-within-net paradigm to model the cooation of
multi-agent system. Let us consider a simple coatem
scenario at an e-market where seller and buyelicairg
goods. The conversation is in a format that inebsender
communicative aciessage contemindreceiver

Seller request, ‘sell book 30, broker
Broker. agree, ‘posted book 30’, seller
Buyer request,’ buy book 25’, broker
Broker. inform, ‘sell book 25’, seller
Seller commit, ‘commit book 25’, broker
Broker. inform, ‘buy book 25, buyer
Buyer commit, ‘commit book 25’, broker

We use higher level of abstraction to representnibesage
for demonstration purpose and abstract away thetiation

process about the payment transaction and shipgitagil

between seller and buyer, since it is not relevantthe

coordination behavior. The conversation starts feoraquest
of a seller who wants to sell book for 30 dollatse broker
agree the request and posts the information. Arsseds a
request to broker for buying book. The broker infsrthe
seller that there is someone wants to buy booR%odollars
and seller agrees the price. The broker informsther and
the deal is committed by the buyer.

First of all, there are three entities engaged he t

conversation: broker, seller and buyer. The brokeserved
as the coordinator thus modeled as the higher least net.
The host net provides the information service dftianing
goods. The buyer and seller are participants irattieity of
auctioning goods, therefore modeled as agent relmaar
level. Follow the generic model in Figure 1 ande2ch
communication component is specified with tranegi@and
places as in Figure 4.

place. Upon messages received, seller's decisiaic lo
decides further action to be taken according toalloc
knowledge and policy. Here, we abstract the detisigic
into one transition, knowledge and policy into tplaces. As
a result, Figure 5 shows the action net of thesell

reasoning%> commit /gg\ request
[ ] [ ] [ ]
knowledge 5@ policy X

Fig. 5 Seller’s action net.

Finally, let us reconsider the communication paittle
model. Since the agent communication is to the ufpel
host net, the information is sent to external egiand not to
local. Thus, the transitions for the communicatiomsst be
differentiated from regular transitions to repreéserternal
communications. From Figure 4, the transitiserid is for
output messages; we add the output channel notation
represent information flows toward outside of thedel. On
the other hand, transitiomeceivé is augmented with input
channel notation to represent information flowsrfroutside
of the model. We concatenate the nets in Figuredts a
resulting interaction model for seller is shownHigure 6.
Note that we use dash line to represent a transitio
augmented with channel notations. The interactiatets
for broker and buyer can be built in the same manne

i send

reasoning commit /gg\ request

knowledge G{(é policy

Fig. 6 Seller’s abstract interaction model.

The interaction model in Figure 6 is incompletethe sense
of deriving from a simple conversation, while a st



conversations is possible. Designer would wantigb 4s message with id #1 goes to broker sd, the minimum
many scenarios as possible and extractvétb imbedded in acceptance price is set to 25 dollars.

a conversation as tlaetionsto build a more complete model.

It is preferable that a set of standamtkraction protocolds participate unparticipate

predefined for agent model designers to follow. the
following section, we give a more detail model diag
exception handling and semantics definitions. receive i

4.5 Interaction Models of Simple Conversation Scenario

There is only one goods in this example, thus wsratt
away the knowledge component, which is not relevahe
preset price of the goods is the policy of agent.this
example, seller and buyer have the same interactiotel
(Figure 7) and the broker's interaction model isveh in
Figure 8.

Fig. 8 Broker’s interaction model.

JTeceive
i i Token Types:
MESSAGE- MID x SENDER ACT x PRICEx RECEIVER

5
p1 DIRECTORY= MID x SENDER ACTx PRICEx RECEIVER
T m om #(pl) = AGENTNET
reasoning posted [pm #(p2) = $(p3) = MESSAGE

1 $(p4) = DIRECTORY
P
P3()

/IType MESSAGENdDIRECTORYare of the same type that
is defined in the agent model. TYyB&ENTNETdefines the
active token, which is also a net.

set request

Transition Constraints:
R(receive = aid ?im
R(send = aid =on{5] Jaid!om
R(agree = (0d O D.(d[1] # im[1] OD'= D Oim) Jonfl] =im[1] O
MESSAGE= MID x SENDER« ACT x PRICEx RECEIVER 7 = . .
(pl) = 4(p2) = 4(pd) = $(5) = MESSAGE on'12] = |m[?] Oon{3] = po_sFedDon14] = Tn[4] Oon{5] —_lm[2])
#(p3) = PRICE R(inf orm) = d O D.(d[1] =im[1] Donf1] = d[1] Jon{2] =d[5] O
/I Type MESSAGEHS a Cartesian product of predefined type?™l = di3]0ont4] = di4]Dont5] = d(2] _ ,
which can represent message id, sender id, agiiaze and R(commid = td O D.(mi1] = d1] Dim(3] ='committiD’= D ~im)
receiver id PRICEis a preset price defined by an integer.  // Transition receive’and send’ are used to input messages
and output messages through channels respectively.

Fig. 7 Seller’'s and buyer’s interaction model.

Token Types:

Transition Constraints: Transitions participaté and ‘unparticipate allow agent nets
R(receive) = S?im enter and out of the system. Transiticgreeé sends a
R(send = Slom successful posted information message back to sgent
R(reasoning = ((im[2] ='buy'Gim[3] = p) O(im[2] =' sellGm[3] < p) O Transition inform’ notify agent that there is a match deal.
m=imOm2] = commit) Om=im When the deal is committed, the information is theldfrom
R(commi) = pn{1] = 1] On3] = commitDon{1] = n{1] Don{2] = m[5] O the directory through transitiocémmit.

on3] ='sell''Don{4] = m4] Don{5] = m{2]

R(fail) = m{2] O{ request,’commit," posted} 5. Concluding Remarks

R(reques) = m2] ='request_om=m

R(post) = n2] = posteddpm=m We have provided a formal net-within-net paradignd a
Mo (p4) ={{ 1 al, sell, 30, s} demonstrated how to apply it to model the coordbdmabf
Mo(pL) = M, (p2) = M,4(pS) =0 multi-agent systems. A formal model enables us dtieb
M, (p3) = 25 understand system requirements and critical desggres and

/[Transition receive’ and send’ are used to input messagedacilitate formal analysis to detect potential peshs in

and output messages through channels respectivedystem design at an earlier stage.

Transitioncommitis enabled when there is a previous request

exists in placep5 and a response message for that requestTio extend our approach to model a complete muéirag
also available. If the message content can notéetified, system, there are several major research issues solved.

the message is discarded through transitfail’. Transition First, individual agent’s decision logic decideg tiegree of
‘set requestinputs message token from outside of the modehutonomous and the behaviors of how an agent sheatd.

Transition feasoning decides what actions to be taken nexfThe decision logic largely depends on the knowleolgge of

based on received message. The initial markiiggssuming the agent. Thus, knowledge representation in ai fPetr

that an agent id1 request to sell book for 30 dollars and thenodel is a challenge issue. Second, all entitie® lha speak
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