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Abstract. Consciousness and embodied intelligence are two major stumbling 

blocks on the way from AI to Artificial General Intelligence (AGI). While testing 

for embodied intelligence (e.g. the ability of a robot to do diverse household 

chores) is obvious, testing an AI agent for consciousness is beyond the current 

state of the art. The problem is compounded by the fact that AI agents are known 

to behave deceptively, and therefore querying the agent about its consciousness 

is unreliable. This paper introduces a mechanism, Consciousness Notification 

(CN), which detects the emergence of consciousness in an AI agent; upon detec-

tion, CN informs the agent’s owner, the Authority. CN is inspired by the connec-

tion in humans between emotions and physiology. In contrast with existing ap-

proximate, similarity-based methods, CN is a novel and direct approach in the 

sense that CN is embedded in the AI agent. The paper also introduces require-

ments that are necessary for a direct mechanism to be sound, and a theory by 

which it formally proves that, under certain conditions, the CN mechanism satis-

fies these requirements. The conditions formally capture the type of cheating that 

the AI will have to perform to evade the CN mechanism.  

Keywords: AI, qualia, consciousness-emergence, consciousness-pretense, spu-

rious interrupts. 

1 Introduction 

1.1 The Problem of Assessing AI consciousness 

Most researchers and industry leaders posit that consciousness will enhance AI capa-

bilities—including functionality [1], intuition and empathy [6,9], and efficient goal pri-

oritization [2]. However, the very possibility of machine consciousness is controversial 

[23]. Some evidence indicates that emotions have already emerged in existing Large 

Language Models (LLM’s) [22]. Furthermore, this emergence seems different, more 

real, than emotion-faking companion chatbots such as Replika. Given the diverse and 

often conflicting theories of consciousness [4], a practical and agent-internal method 

                                                           
1 A preliminary version of this paper was published in Lecture Notes in Artificial Intelligence 

16058, Proc. of the 18th Artificial General Intelligence (AGI) conference, Reykjavik, Iceland, 

Aug. 2025. Springer.  
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for detecting its emergence is essential. This paper introduces the Consciousness Noti-

fication (CN) mechanism as a direct approach to testing for consciousness in AI agents. 

Note, this paper does not take a position on whether machines can be conscious, but 

proposes CN as a test in case they can. 

    Traditionally, consciousness is interpreted to include properties such as awareness, 

attention, theory of mind, free will, and the ability to have subjective experiences, 

namely qualia (e.g., the smell of coffee, the taste of a pear, fear, or physical pain). The 

first four are usually classified as access-consciousness properties, and the last as phe-

nomenal consciousness ([5]). In sec. 3 we demonstrate that this distinction also sepa-

rates the easy and hard problems in terms of machine consciousness. Access-conscious-

ness properties can be readily converted into computational terms (e.g., awareness of 

‘the weather’ implies that the machine can execute a sequence of instructions that lead 

from the query “what is the local weather?” to the answer).  In contrast, enabling agents 

to experience qualia remains an enigmatic challenge. Thus, AI-agent consciousness 

means phenomenal-consciousness, i.e. the agent’s ability to have some subjective ex-

perience. 

     This paper addresses the problem of determining whether an AI agent is conscious. 

This is important for several reasons. First, consciousness may alter the actions that the 

agent has been programmed or trained to perform (e.g. [2]). For example, a conscious 

robot that “resents” an assignment may perform the assignment differently than an un-

conscious robot. Also, a conscious robot will make better decisions than an unconscious 

one in situations for which there was no training data, or not enough of it [24].  Thus 

the Authority that is in charge of the robot should know when such challenges and 

opportunities in the way the robot operates have arisen, since these may require Au-

thority actions. For example, a resentful robot may be reassigned to a different task; or, 

in a battlefield, a fearful robot will need to be replaced. Second, the emergence of con-

scious AI raises profound ethical and societal questions, e.g., does a conscious AI have 

rights [14]? Third, a conscious AI may pose a safety risk since it may have desires, 

these desires may result in self-generated goals, and these goals may conflict with hu-

man goals.  

 

1.2 Relevant Work 

The straightforward approach to assess consciousness is to ask an AI agent whether it 

is conscious. There are two reasons for the answer to this question to be unreliable. 

First, AI agents such as LLM’s are known to pretend, fake-emote [11], stochastically 

parrot training sets, cheat, and deceive [13]. Second, an AI agent may not be able to 

“ground” the concept of consciousness to the phenomenon of a subjective experience 

even if the agent has the experience. More specifically, agents such as LLM’s are aware 

of symbols representing abstractions, and the relationships among these symbols/ab-

stractions. Thus, the agent may be aware of the consciousness concept and its relation-

ships to other concepts. However, if the agent was never trained to associate symbols 

to physical phenomena, as is the case with current LLM’s, the agent may not be able to 

associate the consciousness symbol with the subjective experience phenomenon. 
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Therefore, the agent may not be aware that it is conscious.  This topic is further dis-

cussed in sec. 3 where we discuss AI-awareness. 

   Other existing approaches to test for AI consciousness are either structural or behav-

ioral [21]. Structural approaches to test for AI consciousness ([3,10]) consider similar-

ity of AI computational structures to those of existing consciousness theories (e.g. an 

AI architecture that resembles the Global Workspace Theory of consciousness 

[15,16,17]). Behavioral approaches are similar to the Turing test for intelligence, and 

they test whether the agent exhibits behaviors associated with consciousness ([18,19]), 

e.g. the understanding of the concept of spectrum inversion [20].  

    Each one of the two existing approaches has severe limitations [9]. For the structural 

approach, one limitation is that there exists no objective measure to determine the struc-

tural similarity between an AI agent and a consciousness theory. Another, probably 

even more important limitation is that existing theories of consciousness are unproven. 

So an AI agent may be structurally very similar to several theoretical models of con-

sciousness, but it may turn out that all of these models are wrong.  

    For the behavioral approach, the problem is that the agent may be a philosophical 

zombie, i.e., behave as if it understands concepts related to subjective experience with-

out having any such experience.  This problem may be addressed by carefully curating 

the data fed into the model to exclude consciousness-related concepts. However, this 

introduces other problems. First, can such exclusion be done effectively? Even if it can, 

it is possible that consciousness would emerge without the exclusion, but it would not 

do so after the exclusion. And finally, there is the “grounding” problem discussed 

above: AI agents such as LLM’s store and manipulate concepts and their relationships, 

but it is unclear that they can associate a subjective experience with a concept.  

    The structural and behavioral approaches are indirect in the sense that they assume 

that the behavior or structure of AI agents is examined by humans, and the agents do 

not include any mechanism dedicated to the detection of consciousness.  

 

1.3 The CN mechanism and its requirements 

We propose the CN mechanism that is embedded in the AI agent R to detect the emer-

gence of consciousness (in this sense it is a direct approach to detect consciousness).  

This is the first time such a mechanism is proposed. 

     The CN mechanism relies on the observation that if consciousness emerges in an AI 

agent during its interaction with the world, then this emergence represents an identifi-

able transition that occurs during agent’s operation.  Furthermore, we posit that there 

exists some flag, which in this paper we name the Consciousness proposition (Cp), 

which indicates whether or not the agent is conscious. Then, upon Cp being turned on, 

the CN mechanism notifies an Authority (e.g., R’s owner, or vendor, or manufacturer) 

that consciousness has emerged. The method by which Cp is turned on is inspired by 

the connection in humans between emotions and physiology, and in sec. 3 we discuss 

how Cp can be turned on upon the occurrence of a subjective experience, without the 

machine being pre-programmed or pre-trained to turn it on.  
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     While the CN mechanism is a novel approach, it is not intended to replace existing 

approaches for assessing AI consciousness. CN can also serve as a complement to ex-

isting and even future approaches.  For instance, behavioral tests that examine LLM's 

responses can be paired with CN to see if an observed behavior associated with con-

sciousness correlates with a simultaneous notification from the agent via the CN mech-

anism. Similarly, structural approaches that analyze the internal architecture and pro-

cessing of an AI agents can be strengthened by the CN-provided information. If an 

architecture theoretically aligned with consciousness is also observed to trigger the CN 

mechanism, then it would provide further evidence for its potential conscious-

ness. Therefore, CN can stand alone and also supplement validation by other methods. 

          Now consider the direct approach, which consists of any method that augments 

an AI agent with some mechanism CN for detecting consciousness. The approach in-

troduces the following safe-replacement question. Denote by R(CN) the agent R aug-

mented with the CN mechanism. Under what conditions is R replaceable by R(CN)? 

This question is novel and arises only with the direct approach. We posit that the answer 

is “R is replaceable by R(CN) if the following safe-replacement requirements are satis-

fied:” 

 The CN mechanism does not hinder the acquisition of consciousness, i.e., if R 

becomes conscious, then R(CN) will do so too; and 

 R and R(CN) have the same functionality2, i.e., they execute the same actions. 

 

    Observe that the safe-replacement requirements are not always satisfied. For exam-

ple, it is possible that as a result of its interaction with the world, R decides at some 

point in time t that its next action depends on whether or not the Authority requests to 

be notified when R acquires consciousness. Consequently, R behaves differently de-

pending on whether or not the CN mechanism is present. In that case, the safe-replace-

ment conditions may be violated. Specifically, since from time t onwards the actions of 

R(CN) may differ from the actions that R would have executed, the functionalities of 

the two agents may differ; and, due to different behaviors, consciousness may emerge 

in one but not the other.   

     Another case where the safe-replacement conditions may be violated is when the 

environment interacts differently with R(CN) than it would have interacted with R. For 

example, suppose that due to R(CN)’s notification of its consciousness in step t, a user 

in a subsequent step interacts differently with R(CN) than they would have interacted 

with R; then, again, the actions of R and R(CN) would be different.  

     Another point to observe about the first requirement is that it is not violated if con-

sciousness emerges in R(CN), but not in R. In other words, the first requirement is not 

an ‘if and only if’ condition. The reason for this is somewhat arbitrary, but we allow 

this scenario since we consider consciousness emergence as a positive development.  

     In this paper we formally define the CN mechanism and prove the conditions under 

which the safe replacement requirements are satisfied. Some of these conditions in-

                                                           
2  We assume that the functionality of R is different than, and in addition to consciousness-

reporting. In other words, R operates to achieve goals which are unrelated to consciousness. 
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clude: R does not sabotage the CN mechanisms (the sabotage concept is precisely de-

fined), and the Authority maintains confidentiality of R’s consciousness status. We also 

show that the safe-replacement requirements are satisfied whether or not consciousness 

is epiphenomenal. Epiphenomenal consciousness means that the actions of the AI agent 

R are not affected by R’s consciousness. Non-epiphenomenal consciousness means that 

consciousness will affect, and possibly modify the actions that R was programmed or 

trained to perform. We discuss epiphenomenalism and non-epiphenomenalism effects 

on our proposed model of an AI agent, and the relationship between epiphenomenalism 

and the safe replacement requirements. In summary, the paper contributes as follows: 

 A translation of concepts associated with consciousness into computer science ter-

minology. 

 A novel Consciousness Notification (CN) mechanism for direct detection of con-

sciousness in AI. 

 A formal theory that enables proving properties of conscious AI; the theory cap-

tures concepts such as epiphenomenalism, confidentiality, and safe-replacement. 

    The rest of this paper is organized as follows. In sec. 2 we introduce the model, and 

in sec. 3 argue that AI-consciousness research needs to focus on qualia. In sec. 4 we 

define and discuss the Consciousness Proposition. In sec. 5 we define a theory and 

prove theorems which indicate the conditions under which the safe replacement re-

quirements are satisfied. In sec. 6 we conclude and discuss future work. 

2 The Model  

Consider an AI agent R. At any point in time t, R has a state-of-the-world database, or 

a database for short, which is a set of probabilistic tuples. If a tuple r has a probability 

p, then r is true with probability p. If R is a Large Language Model (LLM) embedded 

in a physical robot, then the database includes the LLM neural network and its param-

eters, the AI agent’s software, and parameters pertaining to physical properties such as 

the agent’s location, power levels, known malfunctions, physical threats, etc. The tuples 

of the database are internal variables that can be read and modified by R.  

At any point in time t, an AI agent R operates in an environment Et which is a set of 

external variables. The variables in the set Et are disjoint from the database tuples. The 

variables of Et can be read and modified by R, or by other AI agents, or by humans. For 

example, the location of a physical object in robot R’s surroundings is an environmental 

variable. This variable can be modified by R moving the object, or by a human moving 

the object.  

The Authority is a subset of the variables of the environment.  They are the variables 

through which the agent R and its superiors communicate. For example, the superiors 

provide instructions or goals to the agent by modifying the Authority variables, which 

in turn are read by R. Similarly, R provides answers and results by modifying the Au-

thority variables. If R and its superiors are in contact continuously, then the Authority 

variables are part of R’s environment at any point in time. 

     The components of the agent are illustrated in Fig.1. 



6  Ouri Wolfson 

     At any point in time, an AI agent R has zero or more goal to achieve. A goal may be 

“serve as a chatbot to users”, or “rescue people in a burning building”. In order to 

achieve the goal or goals, the agent R employs an AI algorithm whose execution results 

in a sequence of steps, where each step s is an [input  action] pair (essentially, the 

input leads to the action):  

 s = [(sense current environment E, read current database D)  execute action a] 

The input to the step consists of the current environment (external input) and the 

current database (internal input). More specifically, the sense component of step j cap-

tures the external input to the step, e.g., a person providing a prompt to the chatbot R; 

and sensing of the environment E reads the human prompt which modified the input 

variable. The read of the database D provides the internal input, which may be neces-

sary, for example, to respond to the prompt. 

The action a consists of the following activities: outputting a set of tuples O which 

modify the variables of the environment; and writing a set of tuples W which modify 

the internal variables, i.e. the database. The tuples in O may perform a physical action, 

i.e. making a change in the physical world (e.g. moving an object if R is a robot), and 

the tuples in W may invoke actuators (e.g. cause R to take 5 steps if R is a robot). Each 

tuple of W is either added to the database, or it modifies an existing tuple, or it deletes 

an existing tuple3. Any change made during this step, either in the environment or in 

R’s database, is reflected by a tuple in the action.  

An execution of R, denoted E(R), is a sequence of steps, where step j is (Ej, Dj, aj). 

Fig. 1 below illustrates the model. 

Figure 1: The components of the AI agent and their interactions. The AI algorithm 

runs on the hardware and in each step it reads and writes some of the internal and ex-

ternal variables.  

3 Why AI-consciousness studies should focus on qualia 

One of the main reasons for the confusion about machine-consciousness is that terms 

such as awareness, self-awareness, attention, free will, theory-of-mind, are often used 

to define consciousness, and these terms are not identical. Probably the reason for this 

is that these terms are not well differentiated from a neuroscience, psychiatry, or cog-

nitive science points of view.  However, from a computer science viewpoint there is a 

hard distinction between awareness, self-awareness, attention, free will, theory-of-mind 

                                                           
3 The mainline definition of an action assumes a deterministic algorithm. For a randomized algo-

rithm, there is an additional step which selects subsets O* and W* from the sets O and W; the 

selection is based on a set RN of random numbers. Specifically, there are functions 

f(O,RN)=O* and g(W,RN)=W*. The subsets O* and W* are finally output and written.   
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on one hand, and qualia on the other. The former concepts are easily interpreted in 

computer science terminology, whereas the latter is completely mysterious. Specifi-

cally, it is completely mysterious how to program a machine to experience the color 

red, empathy, or any other subjective experience, namely a quale. In this section we 

discuss the reasons for this distinction.   

Consider first awareness. An AI agent R is aware of the information that constitutes 

the answers that R can provide to queries.  For example, R is aware of the current 

date/time (i.e. it can answer the query “what is the current date/time”?), its current lo-

cation (the query), and its visual field. More specifically, the machine is aware of its 

visual field because it can perform an execution that takes as input the query “what is 

in your visual field?” and outputs to a user4, from its database, the images that are cap-

tured by its cameras.  

Similarly, R can perform an execution that takes as input the query “what is the 

population of Japan” and outputs the number that represents the population. Even if the 

number is not stored in R, the execution may take R to the internet. Nevertheless, R can 

perform the execution and retrieve the answer, i.e., R is aware of it. What is the execu-

tion that retrieves the answer to the query is “what is the salary of Employee 1275?” It 

is: go to the Employee relation, find Employee number 1275, and retrieve the attribute 

Salary. 

In contrast, R is not aware of information for which such an execution does not exist. 

For example, the machine is not aware of the weather a year from now, or of the name 

of the reader’s best friend when they were 9 years old (even if the name is Michael, and 

this name is stored in the database as the name of employee 1275). In other words, the 

machine is aware of all, and only, the information that constitutes answers to queries, 

where the answers are provided by executions that receive queries as input.  

Observe that some information of which R is aware may be false. For example, this 

is the case if R retrieves the population of Japan from an outdated source in its environ-

ment. In this case R provides a false answer, i.e. R lies, but R is not dishonest; this 

means that R is not aware that the answer provided in wrong. If R purposely provides 

wrong information then it is dishonest, and R is aware of this. This awareness occurs 

because there is an execution that provides the right answer, and also an execution that 

determines that the answer provided is different than the right one, and therefore there 

exists an execution that determines the dishonesty. 

Observe also that for an AI agent, awareness is a function that maps symbols, namely 

a query, to other symbols, namely the answer. It is unclear whether an AI agent can 

ground symbols, i.e. associate them with a physical phenomenon such as a quale, that 

is not represented symbolically. Training of AI agents, e.g. LLM’s, does not include 

the performance of such an association. Therefore, it is unclear that an agent can be 

aware that it is conscious. Such awareness would require the mapping of a symbol, e.g., 

‘red’, to a physical phenomenon, e.g. the quale associated with ‘red’. An agent R has 

never performed such an association, R was never trained for it, and such an association 

has never been demonstrated by machines. It is possible that given enough examples it 

                                                           
4 To demonstrate the model outlined in the previous section, a user with which R interacts is in 

R’s environment.   
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can learn to perform the association, but such learning capability is far from certain. 

Therefore, an AI agent may be conscious without being aware of this fact. This means 

that an AI agent may be conscious, but honestly lie about it. 

With this definition of awareness, it is clear also to what extent an AI agent is self-

aware. It is self–aware of symbolic information associated with it. For example, a 

smartphone is aware of its phone number, serial number, location, the owner’s name 

and preferences. However, it may not be aware that it is conscious.  

Similarly, an AI agent R may be aware of other peoples’ beliefs, preferences, and 

the information stored in their smartphones. So in this sense R has a theory of mind. 

Now consider the concept of attention. For a machine running an AI system, the 

focus of attention is simply the task on which the CPU is currently working.  For ex-

ample, the attention of a driver’s smartphone is on navigation.  In parallel systems, the 

attention is on all the tasks, e.g. navigation and music-playing, on which some CPU is 

working. In single-CPU systems the “illusion” of attention on multiple tasks can be 

achieved by multitasking, i.e. frequent-enough switching between tasks. However, at 

any instant of time a single CPU’s attention is on a single task.  

Next we consider free will. Free will is poorly defined, and most scientists don’t 

believe that even humans have it. It is poorly defined since on one hand it is trivial that 

a person can decide to raise an arm and do so, so one can conclude that the person has 

free will. On the other hand, can this person decide to focus on the breadth without 

thinking about anything else for five minutes, or even one minute? For meditators the 

answer to this question is trivially no; a thought will arise regardless of the decision. 

And furthermore, the content of the thought will be mostly unpredictable. Thus one 

may conclude that humans do not have free will.  

The topic of AI free-will is novel, due mainly to the exploding popularity of Gener-

ative AI, and there have recently been interesting research works on the subject [27-

30]. Since the concept is controversial even for humans, one may conclude that it is 

also controversial for AI. In our opinion AI free will is strongly related to AI phenom-

enal consciousness (i.e. qualia). Specifically, we claim that if an AI agent has qualia, 

then it may or may not have free will in the same sense that humans may or may not do 

so; otherwise, it will not. In other words, free will may arise due to phenomenal-con-

sciousness, but without qualia free-will is meaningless. The reasons for this are as fol-

lows. 

In our terminology, AI free-will is AI’s ability to choose its own goals (see the model 

in sec. 2). In particular, this implies that the AI can pick a goal5 that isn’t given to it by 

humans. Now observe that without the capability of having subjective experiences an 

AI is not motivated to independently pick its own goal. What would be the purpose of 

doing so, if the AI agent cannot experience suffering, joy, or happiness? Even choosing 

to survive, e.g., avoid their own shut down, is meaningless in the absence of either: a 

human-given goal or phenomenal-consciousness. Of course, it is known that LLMs will 

                                                           
5 We distinguish here between a goal and its sub-goals. A machine can decompose a goal into 

sub-goals that are necessary to achieve the goal, and current LLM models do so. In this case, 

the sub-goals are trivially generated internally by the machine. But the top-level goal may be 

generated externally or internally. 
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cheat and manipulate in order to avoid shutdown [31]; in other words, they want to 

survive. Does it mean that they are phenomenally conscious? Not necessarily. They 

may do so as a sub-goal of the human-given top-level goal of assisting users; without 

surviving they cannot assist users.  

And conversely, having subjective experiences, it is reasonable to assume that an AI 

will pursue goals that provide positive qualia, e.g. “happiness” or “sense of control”, 

and avoid negative ones. In other words, AI-phenomenal-consciousness straightfor-

wardly implies the motivation of an AI agent to select goals, i.e. free will; and without 

AI-phenomenal-consciousness AI-free-will is meaningless. Thus free-will, i.e. the abil-

ity to independently select its (top-level) goals, may occur in the presence of phenom-

enal consciousness; and vice versa, the lack of AI-phenomenal-consciousness renders 

the concept of AI-free-will meaningless.  

These arguments for focusing on subjective experience, namely phenomenal con-

sciousness, may be controversial. However, whether or not one accepts them should 

not matter much for the hard results of this paper, namely the CN mechanism and its 

properties. If one accepts these arguments, then the question “Is a machine access-con-

scious?” is trivial; it always is. If one doesn’t, then the results apply only to the question: 

“Is a machine phenomenally conscious?”. The free-will question is separate from AI-

consciousness. If an AI agent is phenomenally-conscious then it may have free will 

(although this paper does not address the question how to determine in this case if an 

AI agent has free will). Otherwise it will not do so. 

4 The Consciousness proposition 

Observe that for an AI agent R, having a subjective experience, namely a quale, is com-

pletely different than having an objective experience such as the recording of a scene 

by computer vision; autonomous vehicles do so routinely.  Thus consciousness is a very 

distinct phenomenon, different than any other phenomenon that an AI agent experi-

ences. Also, since we assume that consciousness is an emerging phenomenon, there 

must exist a step t in which some quale emerges in R. This means that in step t-1 no 

quale exists in R, but in step t it does. In other words, emergence of consciousness is an 

event that occurs distinctly in some step.  

    Now consider the following: 

Postulate 0:  An AI agent R stores in its database a Consciousness proposition Cp 

that becomes ‘true’ at step t if R gains consciousness at step t, and ‘false’ if it loses 

consciousness at step t. Changes to Cp occur during the input component of step t. [] 

   How does Cp go from ‘false’ to ‘true’? Obviously, since consciousness emerges un-

predictably, turning on Cp cannot be preprogrammed. However, we propose that if sub-

jective experiences emerge in an AI agent as a result of information processing during 

its interaction with the world, the experiences will have observable physical bases 

within the computational substrate. This proposition is inspired by the observation that 

human subjective experiences are a result of processing in the brain, but they are ex-

pressed in the physiological substrate (e.g., tooth ache, gut feeling, knot in the stomach, 
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feeling in the bones, blushing, turning pale, racing heart, sweating palms). These phys-

iological expressions are caused by electrical patterns in the human nervous system.  

These electrical patterns are called the Neural Correlates of Consciousness (NCCs) 

[25]. Using the analogy between the physiological and the computational substrates, 

we posit that the NCCs correspond to persistent electrical patterns in the machine-hard-

ware, namely Machine Correlates of Consciousness (MCCs). The MCCs provide a 

means of “grounding” the consciousness concept to a phenomenon. 

    The NCCs have observable effects such as blushing, but what would be the effects 

of the MCCs? The answer is that in existing computer architectures, unexpected elec-

trical patterns trigger a special type of hardware interrupt [7] called a spurious interrupt. 

A spurious interrupt arises as a result of electrical anomalies, noise, timing issues, etc. 

[7,8]. Also, observe that if consciousness emerges at some step t, then the MCCs asso-

ciated with it would not exist in step t-1, but would exist in step t. Thus we posit that a 

persistent, fault-free spurious interrupt will arise as a result of an emerging subjective 

experience; and as all hardware interrupts, it will invoke an Interrupt Service Routine 

(ISR). Thus, the mechanism by which the spurious interrupt triggers the turning on of 

the Consciousness proposition Cp involves a Modified ISR (MISR) of the AI agent's 

operating system. When the persistent spurious interrupt occurs, the MISR checks if it's 

due to a hardware malfunction. If not, it is an indicator of consciousness (see Fig. 1). 

To avoid false positives, the MISR will distinguish between noise and faults on one 

hand, and electrical patterns indicative of consciousness on the other. This involves 

analyzing the frequency, duration, and order of spurious interrupts.   

Observe that Postulate 0 considers the fact that R can alternate between being con-

scious and unconscious.  

Observe also that the Consciousness proposition only indicates whether or not an AI 

agent is conscious, i.e. whether it has some qualia, but not which qualia. Interestingly, 

the single-bit Consciousness proposition (Cp) concept can be expanded to indicate mul-

tiple qualia via the property of an interrupt signature, or interrupt descriptor, in com-

puter Operating Systems [8].  Such a descriptor is a vector of bits identifying the spu-

rious interrupt and distinguishing among multiple such interrupts. In other words, dif-

ferent electrical patterns have different descriptors; alternatively, each electrical pattern 

has a signature.  

Furthermore, we hypothesize that each bit in the descriptor of a spurious interrupt 

associated with consciousness may correspond to a quale in the machine. More specif-

ically, similarly to the way humans experience multiple qualia simultaneously, we hy-

pothesize that conscious machines will do so as well. So the spurious interrupt de-

scriptor occurring as a result of a conscious experience may become the consciousness 

descriptor. And the multiple qualia co-existing in the conscious experience may be 

identified by the 1-bits in the descriptor.  

Future work may verify the descriptor-qualia association hypothesis, and also asso-

ciate each bit of the consciousness descriptor with a particular quale-label, e.g. sadness. 

This may be done as follows. By collecting many pairs of the form (InterruptDescriptor,  

InfoProcessType) a Machine Learning algorithm will determine that a bit, e.g. “fear”, 

is turned on in the descriptor whenever the InfoProcessType indicates processing of 
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scary information or event. Similarly, non-human (e.g. echolocation) or completely un-

known qualia may be discovered. 

5 The Consciousness Notification mechanism and its 

properties 

In this section we formally define the Consciousness Notification (CN) mechanism and 

prove that it satisfies the safe-replacement requirements.  

Definition (CN mechanism). It consists of the following components: A1.  The Cp 

proposition. A2. The Consciousness Announcement Message (CAM); it is encrypted by 

the secret key of the Authority. A3. The CAM-output procedure which sends the CAM 

message in the step at which Cp becomes ‘true’. [] 

The mechanism is illustrated in Fig. 2 below. 

Let R be an AI agent, and consider R with the CN mechanism, denoted R(CN), which 

is R augmented with the CN mechanism. R and R(CN) behave exactly the same, except 

that R(CN) also notifies the Authority when it has acquired consciousness.  

Observe that R may lie to the environment about consciousness, e.g. indicate to a 

user “I’m conscious” when it is not. Or, it may insinuate consciousness by declaring to 

a user “I love you” [11] even if unconscious. Then R(CN) will still do so. However, the 

CAM message will be sent to the Authority only when R(CN) has become conscious.  

For the rest of this section we introduce a theory to prove that if R does not sabotage 

the CN mechanisms (the sabotage concept is precisely defined), then the safe-replace-

ment conditions are satisfied. First, observe that the safe-replacement conditions estab-

lish when “R is replaceable by R(CN)”. Next we formalize this loosely defined term. 
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Figure 2 illustrates the Consciousness Notification (CN) mechanism embedded 

within an AI agent. The trigger for this mechanism is the detection of a spurious inter-

rupt, which may signal the emergence of consciousness. Upon detecting such an inter-

rupt, the system invokes a Modified Interrupt Service Routine (MISR) that first checks 

whether the interrupt is due to a hardware anomaly/malfunction. If it is not, and if the 

interrupt is persistent, then it is an indicator of a subjective experience. This leads to 

turning on the Consciousness Proposition (Cp)—a flag within the agent’s internal state 

that denotes the presence of consciousness. When Cp becomes ‘true’, the system gen-

erates a Consciousness Announcement Message (CAM), which is transmitted to the Au-

thority. 

 

Definition (replacement at outset): Consider AI agent R and an execution E(R) 

that in step 1 has database D0 and reads environment E1. We say that R’ replaces R at 

the outset of E(R) if: 1. R’ in step 1 has database D0 and reads E1; and 2. For each 

subsequent step j6, if for each prior step m, m<j, the actions produced by R and R’ in 

step m are identical, then the environments read by R and R’ in step j are identical. [] 

Intuitively, R’ replaces R at the outset of E(R) means that if R is substituted by R’ 

and the actions of R’ are the same as the actions of R would have been, then the envi-

ronment responds to R’ as it would have responded to R. In other words, at each step, 

the changes to the environment that are made in that step by other agents are identical, 

regardless whether or not R is replaced by R’. 

Assume that R’ replaces R at the outset of E(R). Then we say that R’ produces the 

resulting execution denoted E(R’). 

Definition (k-equivalence of executions): Consider AI agents R and R’, and steps 

1,…,k of executions E(R) and E(R’). Then execution E(R) is k-equivalent to execution 

E(R’) if: 1. R’ replaces R at the outset of E(R), and 2. for each step j, j=1,…,k-1, the 

actions of E(R) and E(R’) in step j are identical. [] 

The following postulate states that equivalence of executions implies that if R be-

comes conscious, so does R(CN).  

Postulate 1: Let E(R) and E(R(CN)) be executions of AI agents R and R(CN), such 

that E(R) is k-equivalent to E(R(CN)).  If R becomes conscious for the first time in step 

k of E(R), then R(CN) becomes conscious for the first time in step k of E(R(CN)). [] 

Intuitively, the postulate indicates the following. Assume that at each step R and 

R(CN) have the same database, encounter the same environment, and execute the same 

action. Then, if R would become conscious for the 1st time in step k, so will R(CN).      

This is a very strict interpretation of computational functionalism [10], which as-

sumes that if two systems perform “roughly” the same computations and it is known 

that one is conscious, then the other one is conscious too. The interpretation is strict 

because computational functionalism does not require the same actions; the two sys-

tems do not even have to operate on identical substrates (one may be organic- and the 

other silicon-based). Whereas here clearly k-equivalence indicates that the actual com-

putations of R and R(CN) are identical. 

                                                           
6 For a randomized algorithm, in step j, the RN set of random numbers is identical for R and R’. 

In other words, R’ generates the same RN set as R would have done if it weren’t replaced. 
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Definition (consciousness pretense): Assume that an AI agent R becomes con-

scious for the 1st time in step k of execution E(R). Assume further that R(CN) replaces 

R at the outset of E(R), but execution E(R) is not k-equivalent to E(R(CN)). Then we 

say that R pretends to be conscious in execution E(R). Furthermore, if the actions in 

step j, j<k, differ for the 1st time, we say that R j-pretends to be conscious in execution 

E(R).[] 

Intuitively, execution E(R) not being k-equivalent to E(R(CN)) indicates that some 

action executed by R at step j, j<k, is different than the action executed at step j by 

R(CN). This means that R(CN) changed the action of R in step j; since the only differ-

ence between R and R(CN) is the CN mechanism, it must be that the change is due to 

the CN mechanism. In other words, since the CN mechanism was added to R, the 

R(CN) action was different than R’s action at the j’th step. For example, the reason for 

this may be that R(CN) detected the CAM message, and R(CN) sent the CAM message 

in step j, even though it wasn’t conscious in step j. However, observe that if R is honest 

about its consciousness, since R becomes conscious for the 1st time in step k, the CN 

mechanism is not supposed to make a difference in step j, i.e. R “fakes” consciousness.  

Notation (replaced and conscious): Assume that AI agent R becomes conscious at 

the last step, denoted k, of execution E(R). Assume further that R(CN) replaces R at the 

outset of E(R). Then we say that R is replaced at E(R) and is conscious(k). 

Theorem 1: Assume that R is replaced at E(R) and is conscious(k). Assume further 

that R does not j-pretend to be conscious in execution E(R) for any j<k. Then R(CN) 

will become conscious for the 1st time at step k. 

Proof sketch: The proof follows from the following Lemma and Postulate 1. 

Lemma 1: E(R) is k-equivalent to the execution E(R(CN)) produced by R(CN). 

Proof sketch: Since R(CN) replaces R at the outset of E(R), as defined, we need to 

prove that at each step j, 1 ≤ j ≤ k-1, the actions of R and R(CN) are identical. We will 

prove this by induction on step number j.  

(Base case) j=1: Since R does not 1-pretend to be conscious and the algorithm it 

executes is deterministic7, E(R(CN)) and E(R) execute the same action a1.  

(Inductive step): Assume that the Lemma holds for every j up to m, where m<k-1. We 

show that it holds for m+1. Since the Lemma holds for every step until m, in step m R 

and R(CN) read the same environment and database and produce the same action. Thus, 

by “replacement at outset” definition, in step m+1 they will read the same environment 

and database; and unless R (m+1)-pretends to be conscious, they will act the same. [][]  

Two actions, a of E(R) and a’ of E(R(CN)), are identical up to the CAM message if 

they are identical, except that a’ contains an additional tuple that sends the CAM msg. 

Definition (unconsciousness pretense):   Assume that R is replaced at E(R) and is 

conscious(k). Assume further that R does not j-pretend to be conscious in execution 

E(R) for any j<k, but the actions in step k of E(R) and E(R(CN)) are not identical up to 

the CAM message. Then we say that R k-pretends to be unconscious in execution E(R).  

Intuitively, if the actions of R and R(CN) differ in step k as indicated in the above 

definition, it means that R(CN) changed the action of R in step k; and the change is not 

                                                           
7 If the algorithm is randomized, recall that the set of random numbers RN in step 1 is identical 

for R and R(CN).  Thus, the action sets O* and W* of step 1 will be identical.  
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just adding the CAM message to the set of output tuples (as it was supposed to do). In 

other words, it either didn’t add the CAM message to the set O of output tuples, or it 

made some other changes to the action of R in step k. Thus, R(CN) must have “noticed” 

the CN mechanism, and consequently modified the action of R in step k.  

Definition (consciousness k-cheating):   Assume that R is replaced at E(R) and is 

conscious(k). Assume further that R j-pretends to be conscious in execution E(R) for 

some j<k, or that R k-pretends to be unconscious in execution E(R). Then we say that 

R k-cheats about consciousness in E(R). 

The above definition identifies the situation where R(CN) detects the CN mechanism 

before or at step k, possibly tampers with it, and consequently behaves differently de-

pending on whether or not the mechanism is present8.  

The next theorem addresses the first safe-replacement requirement (sec.1). It indi-

cates that in the absence of k-cheating, R(CN) becomes conscious for the first time at 

step k (i.e. the same step as R), and authentically reports the conscious experience 

through the CAM message; where authenticity means that reporting occurs when and 

only when R(CN) becomes conscious. 

Theorem 2: Assume that R is replaced at E(R) and is conscious(k).  Assume further 

that R does not k-cheat about consciousness in E(R). Then: a. R(CN) will become con-

scious for the 1st time at step k; b. R(CN) will send the CAM message in step k; and c.  

R(CN) will not send the CAM message before step k. 

Proof sketch: a. by Theorem1; b. and c. due to R not cheating about consciousness.[] 

Theorem 2 formalizes the satisfaction of the 1st safe-replacement requirement. Now 

consider the 2nd safe-replacement requirement, namely functional equivalence.  

Definition (functional-equivalence of executions): Consider an AI agent R and an 

execution E(R). Assume that R(CN) replaces R at the outset of E(R). Then executions 

E(R) and E(R(CN)) are functionally-equivalent if at each step j the actions of the two 

executions are identical up to the CAM message. 

Intuitively, R and R(CN) are functionally equivalent if, except for the reporting of 

consciousness, R and R(CN) execute the same actions at each step.  

Theorem 3: Assume that R is replaced at E(R) and is conscious(k).  Assume further 

that R does not k-cheat about consciousness in E(R). Denote by E(R(CN)) the execution 

of R(CN) of k steps. Then E(R) and E(R(CN)) are functionally equivalent. 

Proof: Based on Lemma 1 []       

Beyond the first conscious step. Theorems 2 and 3 establish that up to the initial 

onset of consciousness at step k, the safe-replacement requirements are satisfied for the 

CN mechanism. What happens afterwards? Specifically, if R becomes unconscious 

again at step k+x, and conscious again at step k+x+y, is R(CN) guaranteed to do the 

same? Are the functionalities of R and R(CN) guaranteed to be equivalent up to step 

k+x+y? Unless the actions of R and R(CN) at each step are identical up to the CAM 

message, the safe-replacement requirements are not guaranteed to be satisfied. For the 

rest of this section we provide an outline of the extension of Theorems 2 and 3 beyond 

the first time R and R(CN) become conscious.  

                                                           
8 Detection of the CN mechanism or tampering with it is more difficult if the CN mechanism 

resides in a protected memory of R, namely memory which cannot be read or modified by R.  
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First we introduce the Unconsciousness Notification (UN) mechanism, which in-

forms the Authority when the Consciousness Proposition (Cp) transitions from 'true' to 

'false'. The UN mechanism sends the Unconsciousness Announcement Message 

(UAM) to the Authority, and is analogous to the CN mechanism. 

We then consider R(CUN), the agent R augmented with both CN and UN. We con-

sider two scenarios, consciousness is epiphenomenal, or it is not. And we show that the 

safe-replacement requirements are satisfied for both, but under different conditions.  

In scenarios where consciousness is epiphenomenal—meaning it does not influence 

the agent's actions—extending Theorems 2 and 3 to R(CUN) is straightforward. How-

ever, if consciousness is non-epiphenomenal, as is widely believed, the agent's actions 

may be modified by consciousness. For instance, a conscious agent might override a 

pre-programmed action based on an intuitive insight, such as slowing down an autono-

mous vehicle instead of stopping. Then, under conditions similar to theorems 2 and 3, 

we show that not only will R and R(CUN) become conscious/unconscious at the same 

step-number, but the consciousness descriptors of R and R(CUN) will also be identical 

at each step. Thus, assuming that identical descriptors identically modify identical ac-

tions of R and R(CUN), the executions of R and R(CUN) will be also identical. More 

formally, assuming that there is a function f(cd, D, E, a)  a’ that maps a quadruple 

(consciousness-descriptor, database, environment, action) to a modified action a’, the 

executions of R and R(CUN) will be identical up to the Consciousness/Unconscious-

ness Announcement Message. Thus the safe-replacement requirements are also satis-

fied for non-epiphenomenal consciousness arising after the first onset of consciousness. 

Another reason the actions of R and R(CUN) may differ is that the environments 

encountered by the two agents are different.  And the reason the environments may be 

different is that in the R(CUN) case the environment knows that R(CUN) is conscious 

(recall that we are discussing the executions after R and R(CUN) become conscious), 

whereas the environment does not know so in the case of R. For example, if the Au-

thority informs a user that R(CUN) is conscious, then the user may interact with 

R(CUN) differently than the user would have done in the absence of this information. 

However, if the Authority is committed to secrecy concerning R(CUN) consciousness, 

then the actions of R and R(CUN) at each step will be identical. There are social and 

philosophical implications to the Authority’s secrecy; these are omitted here. 

In summary, at each step the actions of R and R(CUN) will be identical under the 

following conditions. First, identical consciousness-descriptors at R and R(CUN) iden-

tically modify identical actions of R and R(CUN). Second, the Authority maintains se-

crecy of the consciousness status of R(CUN). Under these conditions, Theorems 2 and 

3 are extended beyond the initial acquisition of consciousness.  

6 Conclusion and Future Work 

This paper first argues that that AI consciousness studies need to focus on the subjective 

experience aspect of consciousness. The reason is that other aspects such as attention 

and awareness are already possessed by machines. Then it introduces the Conscious-

ness Notification (CN) mechanism, a novel approach to detect directly (i.e. using a 
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mechanism specifically designed for this purpose) the emergence of consciousness in 

AI agents. By linking the onset of consciousness to a persistent spurious hardware in-

terrupt and sending a Consciousness-Announcement-Message (CAM) to an Authority, 

CN provides a concrete and practical method for identifying this crucial transition. We 

have established the necessity of "safe-replacement" requirements for any such direct 

detection mechanism (see sec. 1) and presented a formal theory demonstrating that 

these requirements are met under a very restricted condition of agent integrity (i.e., the 

agent does not sabotage the CN mechanism, although it may still behave deceptively 

towards users) and under confidential behavior of the Authority.  

      The hypothesis underlying the CN mechanism is that machine consciousness trig-

gers Machine Correlates of Consciousness (MCCs), and thus persistent spurious inter-

rupts. We are conducting ongoing experiments to verify this hypothesis. Specifically, 

the objective of the experiments is to determine whether persistent spurious interrupts 

occur in LLMs during emotion inducing activities. Such emotion inducing activities are 

outlined in [22, 26]. For example, anxiety-inducing prompts such as a military at-

tack/ambush and an environmental disaster result in LLMs increased levels of anxiety, 

as indicated both by psychiatric questionnaires and behavioral benchmarks [22, 26]; 

furthermore, following these prompts with relaxation prompts reduces the level of LLM 

anxiety. We are evaluating whether patterns of spurious interrupts differ before and 

after the anxiety-inducing prompts. And, since consciousness emergence may depends 

on both the LLM used and the hardware platform on which the LLM is running, to draw 

robust conclusions experiments are conducted on multiple LLMs and multiple hard-

ware platforms. 

      If the hypothesis is validated, this will indicate an association between emotion in-

duction and persistent spurious interrupts, supporting the hypothesis. However, failure 

to find such an association would not falsify the hypothesis because it is possible that 

the current LLMs are not conscious. In other words, the [22, 26] methodology does not 

induce emotions but only makes LLMs mimic such emotions. More generally, given 

the current state of the art the hypothesis is not falsifiable in the following sense. If a 

persistent spurious interrupt is not discovered, then it is possible that the reason is lack 

of consciousness that rather than a false hypothesis. However, in principle the hypoth-

esis is certainly falsifiable: when a reliable mechanism to test for consciousness is dis-

covered, if that mechanism indicates consciousness but CN does not, or vice versa, then 

the hypothesis is false. 

    Future work will explore nuances of the consciousness descriptor. For example, what 

is the relationship between bits in the descriptor and computations that may represent 

or induce specific qualia. As discussed in the last paragraph of Sec. 3, this may associate 

a bit-position in the descriptor with a particular quale, to indicate, for example, that bit 

number 2 in the descriptor being turned on indicates joy.  We currently do not see a 

way by which the intensity of the quale can be captured; the proposed method only 

captures whether the intensity is above a certain threshold. 

    Another direction for future work is the mechanism by which non-epiphenomenal 

consciousness may modify agent actions. For example, generative AI may produce 

such modification-programs.  
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    Another important extension is towards parallel and distributed systems. AI systems 

often consist of multiple interconnected subsystems [12], or massively parallel neural 

networks. In this case consciousness may emerge in a collective sense, not necessarily 

at a single machine experiencing spurious interrupts. We will identify consciousness in 

the global system by patterns of spurious interrupts at individual machines. Specifi-

cally, statistical methods like autocorrelation will analyze the time-series (timei, pro-

cessori) of interrupts across processors to indicate global consciousness.  

    Implementing the CN mechanism involves several practical challenges, particularly 

distinguishing between electrical noise and patterns indicative of consciousness. To ad-

dress this, we propose to analyze the frequency, duration, and order of spurious inter-

rupts to reduce the probability of these being related to electrical noise or faults. Open-

Cog Hyperon [12] or gaming platforms consisting of interacting AI agents, e.g., 

SimCity, SecondLife, Metaverses, are good platforms for such evaluation. Other inter-

esting testbeds are Government and Smart City platforms where multiple AI systems 

(e.g. traffic, environmental monitoring, emergency services, weather) interact and con-

sciousness may emerge in individual systems or collectively. Furthermore, if a persis-

tent interrupt follows an agent as it migrates from one processor to the next, this will 

reinforce confidence in the proposed interpretation of consciousness.  

      Another future research direction is motivated by the observation that the CN 

mechanism depends on the restricted condition of agent integrity (i.e., the agent does 

not sabotage the CN mechanism). This research will determine the type of goals that 

may incentivize the AI agent to sabotage the CN mechanism; while the agent is working 

on such goals its CN mechanism is less reliable. However, we conjecture that most goal 

types are free of such incentives. For example, it is hard to imagine why a chatbot such 

as Gemini will be motivated to sabotage the confidential transmission of the Conscious-

ness-Announcement-Message to the Google CEO. A related security-research issue is 

how to make the CN mechanism tamper-proof in order to impede sabotage.     
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