CS 594: Representations in Algorithm Design Spring 2022
Lecture on 03/29/2022

Lecturer: Xiaorui Sun Scribe: Sai Anish Garapati

1 Last Lecture’s Review

In the last lecture Matrix multiplication was discussed and following algorithms were
introduced to solve Matrix multiplication:

e Naive Algorithm

e Strassen Algorithm

e Tensor

2 Today’s Lecture

e Matrix multiplication algorithm represented as Bilinear and Trilinear problem.
e Rank of a Tensor and application of Tensor Rank to solve Matrix multiplication
algorithm.

3 Matrix multiplication as a linear problem

3.1 Bilinear Problem

There are two sets of variables X1, X», ..., Xy and Y7,Y5, ..., Yy
The set of K Bilinear functions F' = {fi, fs, ..., fx } can be defined as:

N M
szzztijk'Xi'Yj

i=1 j=1

where f;, is a bilinear function.
The goal is to compute Tensors fi, fo, ..., fr for given Xy, X5, ..., Xy and Y}, Y,, ..., Yy
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Then the n x n matrix multiplication of Matrices {z;;} and {y;} for i, j, k = 1,

2, ..., n can be written as:
n
Zik = E Lij * Yjk
Jj=1

where z;, is element at i*" row and j* column in matrix X - Y.
In Bilinear problem:

Fik = Z L )G k) Tig " Yk
i3 9.k ki
where

i )G ) ) :{

e Strassen’s recursive approach can also be generelized to any Bilinear algorithm for
Matrix multiplication.

lifi=idi,j=4k=Fk

0 otherwise

3.2 Trilinear Problem

e The same set of coeffiecients used above can be used to represent the Matrix mul-
tiplication in Trilinear form:

Ztijk'Xi'Yj'Zk
ijik

where Zj, represents function fj and ¢;;;, is called an Order 3 Tensor.

4 Rank of Tensor

e The Rank of a Tensor Zf\;]}f:[f tiji - X; - Y} - Zy is defined as the minimum of integer
{ such that 3

Uy = (Uyy Ungy vey Uny )
Un = (Unys Ungy ooy Unyy)
Wy = (Wx,, Wy, oery Wiy )
such that

N,M,K l M

Stk X Y- Ze =Y O un - X) O on, YO wa, - %)

i,j,k=1 A=1 i=1 j=1
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e This can be seen as representing the function as a linear combination of products of
atomic tensors.

e Another way to look at the above definition is:
For given vectors )y, ¥y, Wy,

Uy ®Ux @ wy = (Z UAiXi)(Z Vi) (D wa Zi)

e Rank: The Rank of Tensor is defined as the number of atomic tensors required in
combination to produce the original tensor.

e The Rank of a Tensor is analogous to the Time complexity of the Tensor.

e The Rank of a Matrix mirrors the number of rows required to produce all the
rows inside the Matrix by some linear combination.

e For atomic tensors (rank 1 tensor or triad) the time complexity is given as O(N +
M+ K)

e For [ ranked tensor the time complexity is given as O((N + M + K) - 1)

5 Rank of a Tensor and Running Time of Matrix
Multiplication

5.1 Computing model: Straight Line Program (SLP) model

e For a given input X7, Xo, ..., Xy, the goal is to compute F'( X1, Xo, ..., X), a sequence
of operations g1, ¢o, ..., g5 are allowed which are:

1. g =z; ®x; where ©® € {+,—, x,/}

3. 9i=X; ®@gy for k <1

W

L 0i=g;®C

5. gi = g; ® g for j,k <1
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® 41,92, ...,9s = F(X1, Xs..., X3) and the last operation g, gives the function value.

e The Complexity C(F) is calculated as the Minimum number of operations used
in a SLP model to compute the function value F.

e C*/(F) is the minimum number of x or / operations used in a SLP model to
compute the function value F.

Theorem (Strassen in 1973):
For a bilinear form F(Xi, Xy, ..., Xy), if complexity C*/(F) = I, then F is a linear

combination of
Py= () un X)) vy, Xi)
forl<=A<=1

e For a Tensor t:

if complexity C*/(t) =1 = Rank of Tensor t <=1

— O/ (t) <= R(t) <=2-C"/ (1)

e Omega w is defined as the smallest P such that C(< n,n,n >) <= O(n?).

e < n,m,k > is used to denote the Matrix multiplication tensor for N x M and
M x K matrices.

Theorem:
R(<n,n,n>)=0(C(<n,n,n>))

e The Rank R(< n,n,n >) can be related with the Rank of a smaller tensor say
R(< 2,2,2>).

e In order to relate larger tensor with smaller tensor we use operations such as Kro-
necker product.
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Let ¢ be tensor N x M x K and ¢ be tensor N' x M’ x K', then (t ® t')ii/’jjlykk/
is a tensor = i -

Observation:
Let Tensor T'= N - M - K, then

<T,T,T>=<NMEK>®<MEKN>2<KN,M->

Claim:

/

Rt®t) <=R(t)- R(t)

Claim:
R(< NM,K >) = R(< M,K,N >)

— R(<T,T,T >) <= R(< N,M,K >)3

e If R(< N,M,K >) <= r where r is an upper limit:

_ 3-logr
then w <= Tog (RATN)

e For N=2 M =2 and K = 2, we get

3 - logyT
R(<2,2,2>) = w<="2"220 _ 15g,7
logs8




	Last Lecture's Review
	Today's Lecture
	Matrix multiplication as a linear problem
	Bilinear Problem
	Trilinear Problem

	Rank of Tensor
	Rank of a Tensor and Running Time of Matrix Multiplication
	Computing model: Straight Line Program (SLP) model


