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Abstract—We present an efficient one-phase algorithm that consists of two concurrent sweeps of messages to detect generalized distributed deadlocks. In the outward sweep, the algorithm records a snapshot of a distributed wait-for-graph (WFG). In the inward sweep, the algorithm performs reduction of the recorded distributed WFG to check for a deadlock. The two sweeps can overlap in time at a process. We prove the correctness of the algorithm. The algorithm has a worst-case message complexity of \(4e - 2n + 2d\) and a time complexity of \(2d\) hops, where \(e\) is the number of edges, \(n\) is the number of nodes, \(i\) is the number of leaf nodes, and \(d\) is the diameter of the WFG. This is a notable improvement over the existing algorithms to detect generalized deadlocks.

Index Terms—Distributed snapshot, graph reduction, distributed system, generalized deadlock.

I. INTRODUCTION

DISTRIBUTED systems are prone to deadlocks—system states in which some processes wait indefinitely for each other for their requests to be satisfied. Detecting deadlocks is therefore an important problem in distributed systems. The wait-for relation between processes is modeled by a wait-for graph (WFG), which is a directed graph whose nodes are processes. An edge from node \(i\) to node \(j\) indicates that process \(i\) has requested a resource from process \(j\) and that process \(j\) has not granted the resource to process \(i\). A system in which a process makes requests for \(Q\) resources and remains blocked until it is granted any \(P\) out of the \(Q\) resources is said to follow the \(P\)-out-of-\(Q\) request model [1]. The \(P\)-out-of-\(Q\) request model is also known as the generalized request model, because it is a generalization of the AND and OR request models [7]. The generalized request model also includes the AND–OR request model, in which the condition for a blocked process to get unblocked can be expressed as a disjunction of \(P\)-out-of-\(Q\) type requests [4]. Generalized deadlocks correspond to deadlocks in the \(P\)-out-of-\(Q\) request model.

We present an efficient algorithm for detecting generalized distributed deadlocks, and prove its correctness. Detecting generalized deadlocks [8] in a distributed system is a difficult problem [1], [7], [11] because it requires detection of a complex topology in the global WFG. The topology is determined by the conditions that need to be satisfied for each of the blocked processes in the WFG to unblock. A cycle in the WFG is a necessary but not sufficient condition, whereas a knot in the WFG is a sufficient but not necessary condition, for a generalized deadlock. The algorithm presented is for the \(P\)-out-of-\(Q\) request model (a single disjunct) to simplify the presentation. In the conclusions, we point out how the algorithm can easily detect deadlocks in the AND–OR request model without increasing complexity.

Although several distributed deadlock detection algorithms have been proposed [1], [2], [4], [7], [10], [11], [12], [13], only the algorithms in [1], [13] are designed to detect generalized distributed deadlocks. The algorithm presented by Bracha and Toueg [1] consists of two phases. In the first phase, the algorithm records a snapshot of a distributed WFG, and, in the second phase, the algorithm simulates the granting of requests to check for generalized deadlocks. The second phase is nested within the first phase. Therefore, the first phase terminates after the second phase has terminated. Wang et al. [13] proposed a distributed two-phase algorithm for detecting generalized deadlocks in the distributed WFG. In the first phase, the algorithm records a snapshot of a distributed WFG. A termination detection technique is used to detect the end of the first phase, after which the second phase is initiated to reduce the static WFG recorded in the first phase to detect a deadlock.

The proposed algorithm consists of a single phase. The single phase comprises a diffusion of messages outward from an initiator process along the edges of the WFG (called the outward sweep), and then the echoing of diffusion messages inward to the initiator process (called the inward sweep). In the outward sweep, the algorithm records a consistent snapshot of a distributed WFG [3]. In the inward sweep, a reduction procedure that simulates unblocking of those processes whose requests can be granted is applied to the recorded distributed WFG to determine whether a deadlock exists. An edge in a WFG is reduced if the request it represents can be granted during the reduction process. A node in a WFG is reduced if \(P\) out of the \(Q\) requests on which it is blocked can be granted during the reduction process. After the reduction procedure has been applied to the recorded WFG, all of the processes that are not reduced are deadlocked.

Note that both the outward and the inward sweeps are carried out concurrently in the sense that the inward sweep can begin before the outward sweep is over. The algorithm deals with the complications introduced because the two sweeps can overlap in time at any node in the WFG; that is, the reduction of a process can begin before the state of all
TABLE I
PERFORMANCE COMPARISON, GIVEN A WFG, \( n = \text{NUMBER OF ITS NODES} \), \( l = \text{NUMBER OF ITS LEAF NODES} \), \( e = \text{NUMBER OF ITS EDGES} \), \( d = \text{Diameter of the WFG} \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Phases</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Delay</td>
<td>( 4d )</td>
<td>( 3d + 1 )</td>
<td>( 2d )</td>
</tr>
<tr>
<td>Messages</td>
<td>( 4e )</td>
<td>( 6e )</td>
<td>( 4e - 2e + 2l )</td>
</tr>
</tbody>
</table>

WFG edges incident at that process have been recorded. The algorithm has a message complexity of \( 4e - 2n + 2l \) and a time complexity of \( 2d \) hops, where \( e \) is the number of edges, \( n \) is the number of nodes, \( l \) is the number of leaf nodes, and \( d \) is the diameter of the WFG. Table I compares the performance of the proposed algorithm and the algorithms in [1], [13]. The proposed algorithm performs better than the algorithms in [1], [13]. It is conjectured that the algorithm has the best time complexity that can be achieved by an algorithm that applies reduction to a distributed WFG to detect generalized distributed deadlocks.

The rest of the paper is organized as follows: In Section II, we discuss preliminaries, which include the system model and the problem definition/statement. In Section III, we present the algorithm. In Section IV, we prove the algorithm’s correctness. In Section V, we analyze the performance of the algorithm. In Section VI, we briefly discuss how to extend the algorithm to handle deadlock resolution. Section VII contains concluding remarks.

II. PRELIMINARIES

A. System Model

The system has \( n \) nodes, and every two nodes are connected by a logical channel. There is no shared memory in the system. A variable or constant \( x \) local to process \( i \) is denoted by \( x_i \). The nodes communicate by sending messages, which are delivered in the order sent on each logical channel. An event in a computation can be an internal event, a message send event, or a message receive event. Events are assigned time stamps using Lamport’s logical clocks [9]. The clock at process \( i \) is \( t_i \), which denotes the local time at process \( i \).

Events in the system can be classified as computation events and control events. A computation event is any event that occurs as a result of the execution of an application process. A control event is any event that occurs as a result of the execution of the system deadlock detection algorithm. A computation message is any message that is sent because of the execution of an application process. A control message is any message that is sent because of the execution of the deadlock detection algorithm.

The computation messages that occur in the underlying computation include REQUEST, REPLY, and CANCEL messages. A node sends a REQUEST message to \( q \) other nodes when it blocks (goes from active to idle state) on a \( p \)-out-of-\( q \) request. A REPLY message denotes the granting of a request. The node unblocks (goes from idle to active state) when \( p \) out of its \( q \) requests are granted. When the node unblocks, it sends CANCEL messages to withdraw the remaining \( q - p \) requests it had sent.

The following two axioms describe the blocking and un-blocking of nodes:

**Axiom 1:** A node blocks when it sends a \( p \)-out-of-\( q \) request, and then it does not send any computation messages until it gets unblocked.

**Axiom 2:** A blocked node gets unblocked if and only if its requests are satisfied without any intervention of the underlying computation.

Note that Axiom 2 describes the normal way in which a node can get unblocked. A node can get unblocked abnormally if it spontaneously withdraws its requests or if its requests are satisfied as a result of the resolution of a deadlock of which it is a part [8]. We do not allow a node to unblock abnormally for simplicity.

A node \( i \) has the following local variables to keep track of its state:

1. \( t_i \); \( \text{integer} \) \(-\) 0; /* current local time.*/
2. \( t_{\text{block}}_i \); \( \text{integer} \) \(-\) 0; /*the time at which node \( i \) was last blocked.*/
3. \( in_i \); \( \text{set of integer} \) \(-\) \( \emptyset \); /*set of nodes whose requests are outstanding at node \( i \).*/
4. \( out_i \); \( \text{set of integer} \) \(-\) \( \emptyset \); /*set of nodes for which node \( i \) is waiting since \( t_{\text{block}}_i \).*/
5. \( p_i \); \( \text{integer} \) \(-\) 0; /*the number of replies required for unblocking.*/

The operations of the underlying computation that pertain to acquisition and release of resources follow. REQUEST and REPLY messages contain the requester’s clock value at the time it blocked, so that a REPLY can be matched with its corresponding REQUEST. (The updating of the local clock and the assignment of time stamps to messages is not shown.) The semantics of "\( a \longrightarrow b \)" is if \( a \) then \( b \) else skip.

send REQUEST’s

/*Executed by process \( i \) when it blocks for a \( p_i \)-out-of-\( q_i \) request. Parameters \( p_i \) and \( q_i \) depend on the application and the \( q_i \) processes are identified by the application process and/or the operating system.*/

\( p_i \leftarrow \text{application-dependent value}; \)

For each node \( j \) of \( q_i \) nodes on which \( i \) blocks, do

\( \text{out}_i \leftarrow \text{out}_i \cup \{j\}; \)

send REQUEST(i) to j;

\( t_{\text{block}}_i \leftarrow t_i. \)

receive REQUEST(k)

/*Executed by process \( i \) when it receives a request made by process \( k \).*/

\( in_i \leftarrow in_i \cup \{k\}. \)

send REPLY

/*Executed by process \( i \) when it replies to a request by process \( k \).*/

\( in_k \leftarrow in_k \setminus \{k\}; \)

send REPLY(i) to k.

receive REPLY(j)

/*Executed by process \( i \) when it receives a reply from process
/* Executed by process $i$ when it receives a cancel from process $k$. */

$in_i \leftarrow in_i \backslash \{k\}$.

The only computation events that are relevant to deadlock detection are the events of send REQUEST, receive REQUEST, send REPLY, receive REPLY, send CANCEL, and receive CANCEL. The local state variables that they alter are $t_{block}$, $in_i$, $out_i$, and $p_i$. To detect deadlocks, we need to observe only the above-listed variables at processes in the WFG consistently. Thus, in a snapshot of the WFG, we are concerned only with the local state of a process (active/locked, and how many requests from the ones that are outstanding need to be granted so that unblocking can occur), and with the sending and receiving of REQUEST, REPLY, and CANCEL messages.

Definition 1: A consistent snapshot [3] is a collection of local states of processes (defined by $t_{block}$, $in_i$, $out_i$, and $p_i$ for process $i$) such that if the receipt of a REQUEST, REPLY, or CANCEL message is recorded in a local state, the sending of the message is also recorded in the local state at the process which sent the message.

Thus, every receive event need not be recorded, but if a receive event is recorded, the corresponding send event must also be recorded.

B. Problem Statement

A generalized deadlock exists in the system iff a certain complex topology, identified next, exists in the global WFG.

Definition 2: A generalized deadlock is a graph $(D, K)$ where $D$ is a nonempty set of nodes that are blocked on $p$-out-of-$q$ requests in a WFG, and $K$ is the set of WFG edges between nodes in $D$, such that for all $i \in D$, at least $q_i - p_i + 1$ outgoing WFG edges are incident on other nodes in $D$.

From Axiom 1 and 2, it follows that none of the nodes in $D$ gets unblocked. All nodes in $D$ thus remain blocked forever.

A distributed deadlock detection algorithm should satisfy the following two correctness conditions:

1) If a deadlock exists, it is detected by the algorithm within a finite time after the deadlock has formed.

2) If a deadlock is declared, the deadlock exists in the system.

At the time that a node blocks, it initiates a deadlock detection algorithm. Note that only the processes that are reachable from a process in the WFG can be involved in deadlock with that process. Therefore, to detect whether a process is deadlocked, we need to examine only that part of the WFG that is reachable from that process.

In the outward sweep of the algorithm, a snapshot of only those processes that can be reached from the initiator in the WFG is taken. Also, at a node in the WFG, only those wait-for edges that can be traversed starting from the initiator are recorded. Thus, a snapshot of complete WFG of the entire system is not taken. Only that part of the WFG that is obtained by projecting the WFG over the reachability set of the initiator is of concern.

A correctness proof of the algorithm must include the following two points to show that the above two correctness criteria are satisfied. First, it must be shown that the entire WFG reachable from the initiator is recorded by the algorithm consistently. Second, it must be shown that the reduction of the recorded WFG snapshot is performed correctly.

III. A DISTRIBUTED DEADLOCK DETECTION ALGORITHM

When a node $i$ blocks on a $P$-out-of-$Q$ request, it initiates the deadlock detection algorithm. The algorithm records that part of the WFG that is reachable from $i$ (herein referred to as $i$'s WFG) in a distributed snapshot [3]. Such a distributed snapshot includes only those wait-for edges and nodes that form $i$'s WFG. Since multiple nodes may block concurrently, they may each initiate the deadlock detection algorithm concurrently. Each invocation of the deadlock detection algorithm is treated independently and is identified by the initiator’s identity and the local time at which the initiator blocked. Every node maintains a local snapshot for the latest deadlock detection algorithm initiated by every other node. We will focus on a single instance of the deadlock detection algorithm.

Next, we discuss the basic idea behind the algorithm with the help of an example (shown in Figs. 1 and 2). Fig. 1 shows initiation of deadlock detection by node $A$ and Fig. 2 shows the state after node $D$ is reduced. The notation $x/y$ beside a node in the figures indicates that the node is blocked and needs replies to $x$ out of the $y$ outstanding requests so that it can unblock.

A. Basic Idea

Distributed WFG is recorded using FLOOD messages during the outward sweep and is examined for deadlocks using ECHO messages during the inward sweep. The initiator records its local state and sends FLOOD messages along its outgoing wait-for edges at the time it blocks.

At the time a node $i$ receives the first FLOOD message along an existing incoming wait-for edge, it records its local

1 The reachable set of a node is the set of nodes that can be reached from it in the WFG.
state \((\text{out}_i, p_i, t_{\text{block}_i})\), and this particular incoming wait-for edge. If the node happens to be blocked at this time, it sends \text{FLOOD}’s along its outgoing wait-for edges to ensure that all nodes in the reachability set of the initiator participate in recording the WFG in the outward sweep. For example, in Fig. 1, when node C receives \text{FLOOD} from node A, it sends \text{FLOOD}’s to nodes D, E, and F. If the node happens to be active at this time, (i.e., it does not have any outgoing wait-for edges), then it initiates reduction of the incoming wait-for edge by returning an \text{ECHO} message on it. For example, in Fig. 1, node H returns an \text{ECHO} to node D in response to a \text{FLOOD} from it. Note that such an active node can initiate reduction (by sending back an \text{ECHO} in response to a \text{FLOOD} along an incoming wait-for edge) even before the states of all other incoming wait-for edges have been recorded in the WFG snapshot at that node. For example, node F in Fig. 1 starts reduction after receiving a \text{FLOOD} from C even before it has received \text{FLOOD}’s from D and E.

At the time a node receives a \text{FLOOD}, it need not have an incoming wait-for edge from the node that sent the \text{FLOOD}, because it may have already sent back a \text{REPLY} to the node. In this case, the node returns an \text{ECHO} in response to the \text{FLOOD}. For example, in Fig. 1, when node I receives a \text{FLOOD} from node D, it returns an \text{ECHO} to node D.

\text{ECHO} messages perform reduction of the nodes and edges in the WFG by simulating the granting of requests in the inward sweep. A node gets reduced at the time it has received \(p\) \text{ECHO}’s. When a node is reduced, it sends \text{ECHO}’s along all the incoming wait-for edges incident on it in the WFG snapshot to continue the progress of the inward sweep. These \text{ECHO}’s in turn may reduce other nodes. The initiator node detects a deadlock if it is not reduced when the deadlock detection algorithm terminates. The nodes in the WFG snapshot that have not been reduced are deadlocked. The order in which reduction of the nodes and edges of the WFG is performed does not alter the final result.

In general, WFG reduction can begin at a nonleaf node before recording of the WFG has been completed at that node. This happens when \text{ECHO}’s arrive and begin reduction at a nonleaf node before \text{FLOOD}’s have arrived along all incoming wait-for edges and recorded the complete local WFG at that node. For example, node D in Fig. 1 starts reduction (by sending an \text{ECHO} to node C) after it receives \text{ECHO}’s from H and G, even before \text{FLOOD} from B has arrived at D. When a \text{FLOOD} on an incoming wait-for edge arrives at a node that is already reduced, the node simply returns an \text{ECHO} along that wait-for edge. For example, in Fig. 2, when a \text{FLOOD} from node B arrives at node D, node D returns an \text{ECHO} to B. Thus, the two activities of recording the WFG snapshot and reducing the nodes and edges in the WFG snapshot are done concurrently in a single phase, and no serialization is imposed between the two activities, as is done in [13]. Since reduction is applied to an incompletely recorded WFG at nodes, the local snapshot at each node has to be judiciously manipulated to give the effect that reduction is initiated after WFG recording has been completed. The reduction operations at any node can be permuted with the WFG recording operations that follow them at that node, without affecting the result.

B. Termination Detection

A termination detection technique based on weights [6], [13] detects the termination of the algorithm by using \text{SHORT} messages (in addition to \text{FLOOD}’s and \text{ECHO}’s). A weight of 1 at the initiator node, when the algorithm is initiated, is distributed among all \text{FLOOD} messages sent out by the initiator. When the first \text{FLOOD} is received at a nonleaf node along an existing WFG edge, the weight of the received \text{FLOOD} is distributed among the \text{FLOOD}’s sent along outgoing wait-for edges at that node. Weights in all subsequent \text{FLOOD}’s arriving along existing WFG edges at a nonleaf node that is not yet reduced are returned to the initiator through \text{SHORT} messages. For example, in Fig. 1, node C receives a \text{FLOOD} from node A followed by a \text{FLOOD} from node B. When node C receives a \text{FLOOD} from B, it sends a \text{SHORT} to the initiator node A.

When a \text{FLOOD} is received at a leaf node, its weight is returned in the \text{ECHO} message sent by the leaf node to the sender of the \text{FLOOD}. Note that an \text{ECHO} is like a reply in the simulated unblocking of processes. When an \text{ECHO} arriving at a node does not reduce the node, its weight is sent directly to the initiator through a \text{SHORT} message. For example, in Fig. 1, when node D receives an \text{ECHO} from node H, it sends a \text{SHORT} to the initiator node A. When an
ECHO that arrives at a node reduces that node, the weight of the ECHO is distributed among the ECHO’s that are sent by that node along the incoming edges in its WFG snapshot. For example, in Fig. 2, at the time node C gets reduced (after receiving ECHO’s from nodes D and F), it sends ECHO’s to nodes A and B. When an ECHO arrives at a reduced node, its weight is sent directly to the initiator through a SHORT message. For example, in Fig. 2, when an ECHO from node E arrives at node C after node C has been reduced (by receiving ECHO’s from nodes D and F), node C sends a SHORT to initiator node A. The algorithm maintains an invariant that the sum of the weights in FLOOD, ECHO, and SHORT messages plus the weight at the initiator (received in SHORT and ECHO messages) is always 1. The algorithm terminates when the weight at the initiator becomes 1, signifying that all WFG recording and reduction activity has completed.

C. The Algorithm

FLOOD, ECHO, and SHORT control messages use weights introduced in [6] for termination detection. The weight in a message is a real number from 0 to 1. An event at which a FLOOD, ECHO, or SHORT message is sent or received is a control event.

A node i stores the local snapshot to detect deadlocks in a data structure LS_i, which is an array of records. Record LS_i[init] stores a snapshot at node i corresponding to deadlock detection initiation by the initiator node init. (See Snapshot Data Structure at the bottom of this page.)

In addition, the initiator has a variable in which it collects returned weights.

\[ w_{init} \text{ real} - 1.0; \] /*weight to detect termination of deadlock detection algorithm.*/

The other variables at a node have been defined in Section II.A. The procedures in the algorithm (next page) define the deadlock detection algorithm and are executed atomically. For the sake of notational convenience, the initiator’s identity is dropped when referring to LS_i; that is, LS_i[init] is denoted by LS_i.

IV. CORRECTNESS PROOF

Different instances of the algorithm can be distinguished from each other by using time stamps, and various instances of the algorithm do not interfere with each other. Therefore, correctness proof is given for a single instance of the algorithm.

We prove that the algorithm satisfies the correctness conditions given in Section II.B by showing the following results:

1) The execution of the algorithm terminates.
2) The entire WFG reachable from the initiator is recorded in a consistent distributed snapshot in the outward sweep.
3) In the inward sweep, ECHO’s correctly reduce the recorded snapshot of the WFG.

The algorithm is initiated within a timeout period when a node blocks. By theorem 2, only all nodes that are not reduced on the termination of the algorithm are deadlocked. Thus, the correctness conditions of Section II.B are satisfied.

A. Algorithm Termination

Let \( w(TYPE) \) represent the weight of a message of type TYPE. The following weight invariant is satisfied by the latest algorithm instance initiated by the initiator init:

\[
\sum_{\forall \text{FLOOD}} w(\text{FLOOD}) + \sum_{\forall \text{ECHO}} w(\text{ECHO}) + \sum_{\forall \text{SHORT}} w(\text{SHORT}) + w_{init} = 1
\]

A message (and its weight) is discarded only if the message belongs to an outdated instance of the algorithm.

Definition 3: The algorithm is said to be “terminated” when \( w_{init} = 1 \).

Observation 1: A weight in a FLOOD, ECHO, or SHORT message is always in transit until it reaches the initiator node init and is added to \( w_{init} \).

Observation 2: Table II illustrates how a node \( i \) reacts when it receives a FLOOD from node \( k \).

Corollary 1: At most one FLOOD is sent on a WFG edge.

Proof: Follows observation 2. Note that only the initiator initiates the FLOOD phase, and other nodes send FLOOD’s on outgoing edges only at the time that they receive the first FLOOD (and Case F1–A in Table II holds). Any other FLOOD received is sent as a SHORT or ECHO, because the local snapshot recording is not initiated by such a FLOOD. Moreover, the receipt of an ECHO never causes the sending of a FLOOD.

Observation 3: A node \( j \) is recorded in \( LS_i, \text{in} \) only at the time that a FLOOD is received by node \( i \) from that node and \( j \in in_i \) (Case F1 or F4). From corollary 1, this happens at most once.

Observation 4: After \( LS_i, \text{p} \) has been recorded, it is monotone nonincreasing.

Observation 5: At the time node \( i \) receives an ECHO from node \( j \), if \( LS_i, \text{p} \) is decremented to 0 (Case E2–A) (which can happen at most once by observation 4), then an ECHO is sent to all nodes in \( LS_i, \text{in} \); otherwise (Cases E1, E2–B), the weight in the ECHO is sent to init in a SHORT.

Observation 6: Node \( i \) sends an ECHO to node \( j \) only at the times (i) Case (F1–B), (F4–A), (F2), or (F3) hold at the time a FLOOD is received from \( j \), or (ii) Case (E2–A) holds and \( j \in LS_i, \text{in} \), at the time some ECHO is received.

---

Snapshot Data Structure

\( LS_i \) : array [1..N] of record

<table>
<thead>
<tr>
<th>Field</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>out</td>
<td>set of integer</td>
<td><em>nodes for which node i is waiting in the snapshot</em></td>
</tr>
<tr>
<td>in</td>
<td>set of integer</td>
<td><em>nodes waiting for node i in the snapshot</em></td>
</tr>
<tr>
<td>t</td>
<td>integer</td>
<td><em>time when init initiated snapshot</em></td>
</tr>
<tr>
<td>p</td>
<td>integer</td>
<td><em>value of p as seen in snapshot</em></td>
</tr>
</tbody>
</table>
Algorithm

initiate a SNAPSHOT
/*Executed by process i to detect whether it is deadlocked. */
init \leftarrow i;
\text{wt}_{\text{init}} \leftarrow 0;
LS_i.t \leftarrow t_i;  /*initial weight.*/
LS_i.out \leftarrow \text{out}_i;
LS_i.in \leftarrow \emptyset;
LS_i.p \leftarrow p_i;
\text{send} FLOOD(i, i.t, 1/\|\text{out}_i\|) \text{ to each } j \text{ in } \text{out}_i.

receive FLOOD(k, \text{init}_k, t_{\text{init}_k}, w)
/*Executed by process i on receiving a FLOOD message from k. */
{
/*Valid FLOOD for a new snapshot. */
if \(LS_i.t < t_{\text{init}_k} \land k \in \text{in}_i\)
\begin{align*}
LS_i.out & \leftarrow \text{out}_i; \\
LS_i.in & \leftarrow \{k\}; \\
LS_i.t & \leftarrow t_{\text{init}_k}; \\
LS_i.p & \leftarrow p_i;
\end{align*}
\begin{align*}
p_i & > 0 \rightarrow \text{send} FLOOD(i, \text{init}_i, t_{\text{init}_i}, w/\|\text{out}_i\|) \text{ to each } j \in \text{out}_i; \\
p_i & = 0 \rightarrow \text{send} ECHO(i, \text{init}_i, t_{\text{init}_i}, w) \text{ to } k;
\end{align*}
/* i is blocked. Case F1-A*/
/* i is unblocked. Case F1-B*/
}

/* FLOOD for a new snapshot is received along an edge that has ceased to exist. A reply has already been sent back to the sender of the FLOOD. */
if \(LS_i.t < t_{\text{init}_k} \land k \notin \text{in}_i\)
\begin{align*}
\text{send} ECHO(i, \text{init}_i, t_{\text{init}_i}, w) \text{ to } k.
\end{align*}
/* Case F2*/

/* FLOOD for a current snapshot is received along an edge that has ceased to exist. A reply has already been sent back to the sender of the FLOOD. */
if \(LS_i.t = t_{\text{init}_k} \land k \notin \text{in}_i\)
\begin{align*}
\text{send} ECHO(i, \text{init}_i, t_{\text{init}_i}, w) \text{ to } k.
\end{align*}
/* Case F3*/

/*Valid FLOOD for current snapshot. */
if \(LS_i.t = t_{\text{init}_k} \land k \in \text{in}_i\)
\begin{align*}
LS_i.in & \leftarrow LS_i.in \cup \{k\}; \\
LS_i.p & = 0 \rightarrow \text{send} ECHO(i, \text{init}_i, t_{\text{init}_i}, w) \text{ to } k; \\
LS_i.p & > 0 \rightarrow \text{send} \text{SHORT}(\text{init}_i, t_{\text{init}_i}) \text{ to } \text{init}.
\end{align*}
/* i is unblocked in snapshot. Case F4-A*/
/* i is blocked in snapshot. Case F4-B*/
/*Outdated FLOOD. */
if \(LS_i.t > t_{\text{init}}\) — discard the flood message.
/* Case F5*/

receive ECHO(j, \text{init}_j, t_{\text{init}_j}, w)
/*Executed by process i on receiving an ECHO from j for a current snapshot for which \(LS_i.t = t_{\text{init}}\). ECHO for an outdated snapshot \((LS_i.t > t_{\text{init}})\) is discarded. */
if \(LS_i.t = t_{\text{init}}\)
\begin{align*}
LS_i.out & \leftarrow LS_i.out \setminus \{j\}; \\
LS_i.p & = 0 \rightarrow \text{send} ECHO(j, \text{init}_j, t_{\text{init}_j}, w)
\end{align*}
/* i is unblocked in snapshot. Case E1*/
Algorithm (continued)

send SHORT(init, t.init, w) to init.

\[ LS_i, p > 0 \quad \longrightarrow \quad LS_i, p \leftarrow LS_i, p - 1; \]
\[ LS_i, p = 0 \quad \longrightarrow \quad \] declare not deadlocked; exit.

send ECHO(i, t.init, t.init, w/[LS_i, in]) to all \( k \in LS_i, in; \)

\[ LS_i, p \neq 0 \quad \longrightarrow \quad \]

send SHORT(init, t.init, w) to init.

/* Executed by process \( i \) (which is always \( init \)) on receiving a SHORT for which \( t.init = t.block_i \). SHORT for an outdated snapshot \( (t.init < t.block_i) \) is discarded.*/

\( t.init = t.block_i \land LS_i, p = 0 \quad \longrightarrow \quad \) discard the message.

\( t.init = t.block_i \land LS_i, p > 0 \quad \longrightarrow \quad \)

\[ w_i = w + w_i; \]

\[ w_i = 1 \quad \longrightarrow \quad \) declare deadlock and abort.

/* \( i \) is blocked in snapshot. Case E2 */
/* \( i \) becomes unblocked in snapshot. Case E2-A */
/* \( i \) remains blocked in snapshot. Case E2-B */

---

**Table II**

<table>
<thead>
<tr>
<th>( k \in LS_i )?</th>
<th>Has snapshot recording already begun at node ( i )?</th>
<th>Action at node ( i ) at the time it receives a FLOOD from node ( k )?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
<td>if ( p_i &gt; 0 ) then record ( LS_i, out ), add ( k ) to ( LS_i, in ), and send FLOOD's to nodes in ( LS_i, out ). (Case F1-A)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>if ( p_i = 0 ) then record ( LS_i, out ) as ( 0 ), add ( k ) to ( LS_i, in ), and record ( LS_i, out ) as ( 1 ), then return an ECHO to ( k ). (Case F1-B)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>if ( LS_i, p &gt; 0 ) then add ( k ) to ( LS_i, in ) and send a SHORT to ( init ). (Case F4-B)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>if ( LS_i, p = 0 ) then add ( k ) to ( LS_i, in ) and return an ECHO to ( k ). (Case F4-A)</td>
</tr>
<tr>
<td></td>
<td>does not matter</td>
<td>return an ECHO to ( k ). (Cases F2,F3)</td>
</tr>
</tbody>
</table>

1) If Case (F2) or (F3) holds at node \( i \), an ECHO is returned to \( j \). An ECHO was not sent to \( j \) before, because \( j \notin LS_i, in \) before. Node \( j \)'s identifier is not inserted in \( LS_i, in \) now or later (observation 3), and another ECHO is never sent to \( j \), because \( j \notin LS_i, in \) henceforth.

2) If Case (F1-B) or (F4-A) holds at node \( i \), an ECHO is returned to \( j \) and \( j \)'s identifier is inserted in \( LS_i, in \) at this time. An ECHO was not sent before, because \( j \notin LS_i, in \) before (observation 6). By observation 4 and due to the fact that \( LS_i, p \) is already 0, it follows that Case E2-A will not be executed later. Therefore, from observation 6, it follows that an ECHO will not be sent to \( j \) again.

3) If Case (F1-A) or (F4-B) holds at node \( i \), an ECHO is not sent to \( j \) and \( j \)'s identifier is added to \( LS_i, in \). From observation 5, an ECHO is sent to each node in \( LS_i, in \) only at the time \( LS_i, p \) is decremented to zero on receipt of an ECHO. The prior receipt of an ECHO could not have caused an ECHO to be sent to \( j \) because the nonincreasing \( LS_i, p \) is \( > 0 \) at this time. At a later time, \( LS_i, p \) may decremenet to zero and cause an ECHO to be sent. This can happen at most once by observation 4.

Hence, at most one ECHO is sent on an edge recorded in the WFG.

A message hop denotes one logical transfer of a message from the sender node to the receiver node. We use the number of hops that occur serially as a measure of time.

**Lemma 1:** The algorithm terminates in a finite number of message hops, bounded by \( 2e \), where \( e \) is the number of edges in the WFG.

**Proof:** The algorithm terminates when \( w_i \) becomes one at the initiator process, at which time there are no FLOOD's, ECHO's, or SHORT's in transit for that deadlock detection initiation. At most one FLOOD is sent on a WFG edge (corollary 1), and at most one ECHO is sent on a WFG edge (corollary 2). Weights in control messages are always in...
transit (observation 1), and a weight in a SHORT message, which takes a single hop, is never transferred to a FLOOD or ECHO message. It follows that the algorithm terminates in at most 2ε message hops.

It should be noted that 2ε message hops is a very loose upper bound, because many control messages may be in transit concurrently.

B. Recording Reachability Set in the Snapshot

Theorem 1: The algorithm records a consistent snapshot of a distributed WFG of the initiator's reachability set.

Proof: Let init be the initiator node. It needs to be shown that [Completeness] all of the nodes reachable from node i in the WFG record their local state, and [Consistency] if the receipt of a message is recorded in a local state, the send of that message is also recorded in the local state of the node that sent the message (definition 1).

Completeness follows from the following:

1) The initiator records its state \( L_{S_{\text{init}}, \text{out}} \) and \( L_{S_{\text{init}}, \text{in}} \) and sends FLOOD's along its outward WFG edges. No other node initiates FLOOD's.

2) A node i records \( L_{S_{i}, \text{out}} \) and \( L_{S_{i}, \text{in}} \) only at the time at which it receives the first FLOOD from some j and j \( \in \text{init}_i \) (Case F1). Because of ordered message delivery on the channels, the WFG edge from j to i exists at node i iff j \( \in \text{init}_i \). At this time, if i is blocked, i.e., node i has outgoing edges in the WFG, it propagates FLOOD's along its outward edges (Case F1-A). Therefore, only all nodes in the initiator's reachability set record their local states.

3) Whenever node i receives a FLOOD from node j, j is not recorded in \( L_{S_{i}, \text{in}} \) if j \( \notin \text{init}_i \) to reflect the fact that the WFG edge from j to i does not exist (Cases F2 and F3). Because of the ordered message delivery on channels, the WFG edge from j to i exists at node i iff j \( \in \text{init}_i \). To undo the recording of i in \( L_{S_{j}, \text{out}} \), i sends an ECHO to j. Thus, if an edge does not belong to the initiator's WFG, it is not recorded in its snapshot.

Note that if node i is active at the time it receives FLOOD, it does not propagate FLOOD's. If node i blocks sometime later, then init's WFG is extended. However, the distributed snapshot that is recorded for init shows i as active and does not consist of the portion of the WFG extended because of the blocking of node i. If a deadlock results because node i blocks, the deadlock will be detected by the instance of the algorithm initiated by node i when it blocks.

Consistency follows from the following:

1) Node j is recorded in \( L_{S_{j}, \text{in}} \) only at all times that a FLOOD is received from j and j \( \in \text{init}_i \) (Cases F1 and F4). This reflects the fact that the WFG edge from j to i indeed exists. (Because of the ordered delivery of messages, the WFG edge from j to i exists at node i iff i \( \in \text{init}_j \). By observation 2, j must have recorded i in \( L_{S_{j}, \text{out}} \) when it sent a FLOOD to i (Case F1-A). Therefore, the local states recorded collectively form a consistent snapshot of the initiator's WFG. (That is, the causes of all of the effects are recorded.)

C. Reduction of the Recorded WFG Snapshot

Lemma 2: If a node i sends an ECHO to node j, then node i must have received a FLOOD from node j.

Proof: Node i sends an ECHO to node j only in one of the following two situations:

1) On the receipt of a FLOOD from j if Case F1-B, F2, F3, or F4-A in the algorithm holds; or
2) On the receipt of an ECHO if \( L_{S_{i}, p} \) decrements to 0 and \( j \in L_{S_{i}, \text{in}} \) at this time. By observation 3, j is added to \( L_{S_{i}, \text{in}} \) only if a FLOOD has been received from j as per Case F1 or F4. (Note that at the instant such a FLOOD was received from j, only Case F1-A or F4-B could have been executed, because \( L_{S_{i}, p} \) was greater than 0.)

In both of the above situations, i must have received a FLOOD from j. Hence, the lemma.

Observation 7: If node i receives an ECHO from node j, the local snapshot recording at node i has already begun, node i has already sent a FLOOD to node j, and j \( \in L_{S_{i}, \text{out}} \) (follows from lemma 2 and observation 2).

Before proving that the reduction is performed correctly, we define a function \( h \) on the nodes in the WFG as follows:

\[
h(i) = \begin{cases} 0 & \text{if } i \text{ is a leaf node in the WFG} \\ \infty & \text{if } i \text{ is deadlocked} \\ 1 + \{p_i^\text{th smallest of } \{h(j) \mid j \in \text{out}_i\} \} & \text{otherwise.} \end{cases}
\]

A node i blocked on a \( p_i \)-out-of-q request needs to receive \( p_i \) to unblock. \( h(i) \) indicates the length of the \( p_i^\text{th} \) shortest path traversed by all of the REPLY's to reach i. If node i were to get unblocked by receiving REPLY's, at least one of them would have to traverse a path of length \( h(i) \). However, this would not preclude node i from getting unblocked by receiving a REPLY that had traversed a path of length greater than \( h(i) \), because more than \( p_i \) number of nodes may send REPLY's.

A node that is not deadlocked has a finite value of \( h \), because it has at least \( p_i \) edges to other nodes that are not deadlocked and there is a sequence of REPLY's by which the node can get unblocked. If a node is deadlocked, it is assigned a value of infinity for \( h \) because there is no sequence of REPLY's by which the node can get unblocked. The length of the shortest path traversed by a series of REPLY's to unblock a deadlocked node is \( \infty \).

The above definition of \( h \) needs three modifications before it is applicable to a dynamically recorded WFG.

1) \( L_{S_{i}, p} \) and \( L_{S_{i}, \text{out}} \) should be used instead of \( p_i \) and \( \text{out}_i \) in the definition.

2) Because of the dynamic recording of the WFG, a node j may receive a FLOOD from node i after node j has sent a REPLY to node i. When node j receives the FLOOD from node i in this situation, i \( \notin \text{in}(j) \) (Cases F2, F3) and j returns an ECHO to i. The edge from i to j does not exist, but got recorded at i because of finite message delays. Such an edge is termed a phantom edge. In such situations, node i is defined to perceive \( h(j) \) as 0, because the edge from i to j is a phantom edge and
node $j$ is perceived active by node $i$. Note that node $j$ may not be a part of the WFG; but if it is, it must be through some other node $k$, and $k$ may see a nonzero value of $h(j)$.

3) A leaf node in the WFG may send FLOOD’s along phantom edges. $h(i)$ is defined to be $0$ only if it first records its state as active and does not send any FLOOD’s, i.e., executes Case F1-B.

The modified definition of $h$ based on the dynamic recording appears at the bottom of the next page.

We now show that the algorithm performs reduction correctly. A node in the recorded WFG gets reduced iff it receives a sufficient number of ECHO’s. A node in the WFG performs reduction iff it gets reduced and then sends an ECHO only in response to every FLOOD it receives.

**Lemma 3:** A node $i$ for which $h(i) < \infty$ performs reduction.

**Proof:** We prove that reduction of the recorded WFG (as per the statement of theorem 1) is performed correctly by nodes whose $h$ is finite by using induction on $h(i)$.

**Base Case $h(i) = 0$:** It will be shown that a node $i$ for which $h(i) = 0$ performs reduction correctly. When such a node $i$ receives the first FLOOD, which is from node $j$ and $j \in in$, at the time, node $i$ executes Case F1-B by initiating its local snapshot recording and recording itself as “active” ($LS_i.p = 0$). Node $i$ is reduced because it has received a sufficient number of ECHO’s, which is 0 in this case. Such a node returns an ECHO for every FLOOD that it receives (Cases F1-B, F4-A, F2, and F3). Recall that Cases F2 and F3 correspond to a phantom edge. Cases F1-A, F4-B, E1, and E2 do not occur at this node. From lemma 2, it follows that if an ECHO is sent, it is only in response to a FLOOD. Therefore, a node for which $h(i) = 0$ sends an ECHO only in response to every FLOOD it receives, and thus performs reduction correctly.

$h(i) = x > 0$: Assume that a node $i$ with $h(i) = x$ performs reduction correctly.

$h(i) = x + 1$: It needs to be shown that a node $i$ with $h(i) = x + 1$ performs reduction correctly. At the time node $i$ receives the first FLOOD, which is from node $j$ and $j \in in$, node $i$ executes Case F1-A and records $LS_i.p > 0$ because it is blocked. Each node $k$ of at least $p_i$, number of nodes in $LS_i.out$ 1) has $h(k) < x$, by definition, performs reduction correctly by the induction assumption, or 2) returns an ECHO along a phantom edge by executing Case F2 or F3. Since an ECHO is sent at most once on an incoming WFG edge (corollary 2), node $i$ will receive exactly one ECHO from each of these nodes in $LS_i.out$. Node $i$ gets reduced when it receives $p_i$ ECHO’s and the monotone nonincreasing function $LS_i.p$ becomes 0. It needs to be shown that node $i$ sends an ECHO only to each node from which it receives a FLOOD.

Node $i$ returns an ECHO to node $j$ when it receives a FLOOD from node $j$ and $j \notin in_i$, (Cases F2 and F3), regardless of whether node $i$ is reduced. It remains to be shown that node $i$ sends an ECHO only to each node from which it receives a FLOOD and executes Cases F1 and F4. If a FLOOD is received before the node gets reduced, Case F4-B or F1-A holds and no ECHO is returned; instead, the identity of the sender of the FLOOD is added to $LS_i.in$, so that when node $i$ gets reduced later (Case E2-A), it can send an ECHO to the sender of the FLOOD. At the time it receives the $p_i$ ECHO, it executes Case E2-A, gets reduced, and sends an ECHO to each node in $LS_i.in$. If a FLOOD is received after the node gets reduced, Case F4-A holds and an ECHO is returned. Therefore, when node $i$ gets reduced, it sends ECHO’s to all of the nodes from which it has received FLOOD’s and returns ECHO’s to all nodes from which it subsequently receives FLOOD’s. Hence, a node whose $h = x + 1$ performs reduction correctly; i.e., it sends ECHO’s in response to all FLOOD’s, and only in response to all FLOOD’s. Hence, the lemma.

**Lemma 4:** A node $i$ for which $h(i) = \infty$ does not get reduced.

**Proof:** By definition, all nodes whose $h = \infty$ form a deadlock ($D, K$) in the WFG. All of these nodes are recorded in the snapshot of the WFG (theorem 1). For any node $i \in D$, $i$ has at least $p_i - p_i + 1$ WFG edges to nodes in $D$, which belong to the set $K$. None of the edges in $K$ are phantom edges. At the time that node $i$ receives the first FLOOD, which is from node $j$ and $j \in in_i$, node $i$ records $LS_i.p = p_i(> 0)$ and propagates FLOOD on its $p_i$ outward edges without returning an ECHO (Case F1-A).

The earliest that node $i$ in $D$ can send an ECHO to another node in $D$ along an edge in $K$ is when it receives $p_i$ ECHO’s, $LS_i.p$ becomes 0, and $i$ gets reduced (Case E2-A) because of observation 6 and the following three facts:

1) Node $i$ never executes Cases F1-B;
2) Node $i$ will not send an ECHO by Case F4-A until after it gets reduced;
3) Node $i$ does not send an ECHO to another node in $D$ along an edge in $K$ by Cases F2 and F3, because the edges in $K$ exist; i.e., the edges in $K$ are not phantom edges.

From observation 7 and corollary 2, a node may receive at most one ECHO only on an outgoing WFG edge. A node $i$ in $D$ may receive at most $p_i - 1$ ECHO’s from 1) nodes outside $D$ (whose $h$ is finite), possibly along phantom edges, and 2) from nodes in $D$ (whose $h$ is $\infty$) along phantom edges that do not belong to $K$. In both 1) and 2), the ECHO’s are received along edges that do not belong to $K$. A node $i$ in $D$ does
not get reduced and does not send an ECHO to another node in D along an edge in K at least until it receives an ECHO from another node in D along an edge in K. Consequently, no node in D receives an ECHO from another node in D along an edge in K. All such nodes are not reduced when the algorithm terminates.

**Theorem 2:** Reduction of the recorded snapshot is performed correctly.

**Proof:** Follows from lemmas 3 and 4. The order of reduction of nodes is unpredictable because of unpredictable message delays. From Holt’s result [5], however, the nodes can be reduced in any order without changing the final outcome. □

V. PERFORMANCE

The proposed algorithm has a better message and time complexity than existing algorithms for detecting generalized distributed deadlocks. Consider a system of n nodes with e edges in the WFG and a diameter of d for the WFG. In comparing message complexity, we consider logical message transfers. Based on the type of underlying communication network, a logical message may result in the transfer of a number of physical messages, and that is not an issue here.

The Herman–Chandy algorithm for the specialized AND-OR request model [4] has a message complexity of n messages per edge of the WFG and a time complexity of 2d hops. The Bracha–Toueg algorithm [1] has a message complexity of four messages per edge of the WFG and a time complexity of 4d hops. The algorithm in [13] has a message complexity of six messages per edge of the WFG and a time complexity of 3d + 1 hops.

The message complexity of the proposed algorithm has four components.

1) There are at most e FLOOD’s, by corollary 1.
2) There are at most e ECHO’s, by corollary 2.
   a) The number of FLOOD’s converted to SHORT’s is at most “e – n + l – (number of edges to leaf nodes),” where l is the number of leaf nodes in the WFG. This is so because (n – l) FLOOD’s cannot be converted to SHORT’s as each internal node uses one FLOOD to expand the WFG recording (Case F1-A), and because (number of edges to leaf nodes) FLOOD’s cannot be converted to SHORT’s, since a leaf node always sends back an ECHO when a FLOOD arrives (Case F1-B).
   b) The number of ECHO’s converted to SHORT’s is at most “e – n + l,” because if a nonleaf node in the WFG receives an ECHO along each outgoing edge in the WFG, one of the ECHO’s will reduce the node and will not be converted to a SHORT.

Thus, the upper bound on the message complexity of the algorithm is 4e – 2n + 2l – (number of edges to leaf nodes) < 4e messages. (This can be approximately stated as (4e – 2n + 2l) < 4e messages.)

Recall that the logical transfer of each message takes one hop. The algorithm can be viewed to execute in steps. In step 0, the initiator sends FLOOD’s. In step i > 0, a node receives any messages sent to it in step i – 1, performs local action, and sends messages.

A FLOOD that causes a node to execute Case F1 when the FLOOD is received causes that node to be included in the recorded WFG. A spanning tree can be defined on the recorded WFG as follows. The initiator is the root of the spanning tree. A node i is the parent of node j iff the FLOOD received from node i causes node j to execute Case F1. The height of the spanning tree is at most d. From observation 1, corollary 1, and the fact that a FLOOD is generated only at the time a node executes Case F1-A, it follows that the last step in which a FLOOD is sent denotes one less than the length of the longest spanning tree path from the initiator to some node. This is at most d – 1. Thus, all FLOOD’s are delivered in at most d steps, and the FLOOD’s delivered in step d are converted to SHORT’s (Case F4-B) or ECHO’s (Case F4-A, F3, F2, or F1-B).

An ECHO is initiated only in Cases F1-B, F4-A, F2, and F3 with the transfer of the weight from a FLOOD. The last step in which ECHO’s may be initiated is d. ECHO’s may travel only backward along the edges traversed by FLOOD’s (lemma 2). ECHO’s can travel at most d – 1 hops before being converted to SHORT’s, or at most d hops before reaching the initiator. Thus, the worst case time complexity of the algorithm is 2d.

It is conjectured that the algorithm has the optimal time complexity for detecting generalized deadlocks by using the technique of WFG recording and reduction, as explained next. The time complexity of 2d hops represents the round-trip travel time from the initiator to the farthest node in the WFG. This is the lower bound on the time because a given edge has to be recorded in the WFG before it can be reduced. To record the farthest edge in the WFG requires d hops. From the time the farthest edge is recorded in the WFG snapshot, d message hops are required in the worst case to complete reduction of the rest of the WFG.

Table I compares the performance of the proposed algorithm and the algorithms by Bracha and Toueg, and Wang et al. Each blocked node may initiate its own detection algorithm. This gives rise to m instances of the algorithm in a deadlock of m nodes. An optimization on the number of messages can be performed by maintaining a time stamp-based priority order on all invocations of the detection algorithm and by suppressing lower-priority invocations [1].

VI. HANDLING DEADLOCK RESOLUTION

The presented algorithm works for a system in which axiom 2 is valid; i.e., a blocked node can get unblocked only if its requests are satisfied without any intervention of the underlying computation. Axiom 2 ensures that if a deadlock exists in the system, it will be stable. Hence, if a deadlock is detected, it still exists in the system.

In another system model, a node can get unblocked “abnormally” if it spontaneously withdraws its requests, or if its requests are satisfied because of the resolution of a deadlock of which it is a part. An example of this model is one that allows a waiting process to time out. In this model, deadlocks are not
stable, and the latest possible state should be observed when
detecting deadlock. The algorithm presented in this paper can
be modified to achieve this as follows: If a node’s state is
recorded as blocked in a local snapshot, then, if it unblocks
abnormally, it initiates reduction of the (may be partially)
recorded snapshot. This is necessary because the node does
not know whether it will get reduced and will be able to
send out ECHO’s during the normal course of the algorithm
to implicitly propagate the fact that it is now unblocked.
However, the node has become unblocked and would like to
ensure that the initiator becomes aware of this and does not
detect deadlock falsely.

The readers are referred to [8] for a detailed treatment of
this modified algorithm and its correctness proof. The upper
bound on message complexity of this modified algorithm is
between \((4e - 2n + 2I)\) and \((5e - 2n + 2I)\), and the upper
bound on the time complexity is \(2d\). Thus, it has a better
time complexity than and a comparable message complexity
to the best existing algorithms [1], [13], which do not even
consider deadlock resolution (i.e., treat deadlock as a stable
property).

VII. CONCLUSION

We have presented a distributed algorithm for detecting
generalized deadlocks. Existing algorithms that detect gen-
eralized deadlocks use two distinct phases: one to record
the snapshot of the WFG and the other to reduce the WFG
to detect a deadlock. The proposed algorithm is a single-phased
algorithm; it records a snapshot of the WFG of the initiator and
concurrently reduces the WFG to check whether the initiator is
deadlocked. Since reduction may be begun on an incompletely
recorded WFG, the local snapshot at each node has to be
carefully manipulated to give the effect that reduction of the
WFG snapshot begins after the WFG snapshot has been fully
recorded.

The correctness proof of the algorithm was provided in
two steps. First, it was shown that the algorithm records a
consistent distributed snapshot of the initiator’s reachability set
in the outward sweep. Then it was shown that reduction of the
recorded snapshot, which begins in the inward sweep before
the outward sweep is over, is performed correctly. Hence,
when the algorithm terminates, a node in the WFG is not
reduced if it is deadlocked.

Since the algorithm uses a single phase to detect gen-
eralized distributed deadlocks, the message complexity and the
time complexity of the algorithm are better than those of
existing algorithms that use two phases. It is conjectured that
the algorithm is optimal in time complexity if generalized
deadlocks are to be detected by using distributed reduction
of the WFG. Finally, it can be observed that the presented algorithm, as
well as the algorithms in [1], [13], can work in a request model
in which a node requires replies on an arbitrary combination
of its outgoing WFG edges in order to get unblocked. This
arbitrary combination can be expressed as a predicate on
inputs in \(\text{out}\), and can be recorded in the snapshot as
\(L_{S_i,pred}\). When a node receives an ECHO, it evaluates
\(L_{S_i,pred}\). The node gets reduced (i.e., executes Case E2-A)
when \(L_{S_i,pred}\), which is monotonic, changes from false to
true, instead of when \(L_{S_i,p}\) becomes 0.

For the correctness proof of the above change to the algo-
rithm, or for an alternate realization of the change described
above, one can view the predicate in disjunctive normal form
(DNF), where each disjunct is \(x\) or of type \(P\)-out-of-\(Q\) [4].
A disjunct \(x\) at node \(i\) requires \(p_i\) a REPLY’s out of \(q_i\) REQUEST’s,
so that node \(i\) will get unblocked. Every node in a
deadlock \((D, K)\) has at least \(q_{i,k} = p_{i,k} + 1\) outgoing WFG
edges to other nodes in \(D\) for each disjunct \(x\). In the definition
of function \(h(i)\), the minimum overall disjuncts \(x\) of \(p_{i,k}\)
smallest value of \([h(j)]_{j \in \text{out}_i}\) is used. In the algorithm,
there will be a distinct \(L_{S_i,p_k}, L_{S_i,\text{out}_i}\), and \(L_{S_i,q_k}\),
for each disjunct \(x\) at node \(i\). A node will execute Case E2-A (get
reduced) at the earliest time that \(L_{S_i,p_k}\) becomes 0 for some
\(x\). The presented algorithm is a special case of this scheme
with a single \(x\) and was presented in this form for simplicity.
With the extensions to permit multiple disjuncts as described
above, the presented algorithm works for the arbitrary request
model.
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