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Abstract

Memory caches are critical components of modern web services that improve response times and reduce the load on backend databases. In multi-tenant clouds, several instances of caches compete for memory. The current state-of-the-art is to statically allocate memory for cache instances (e.g., based on cost-tier) but such allocation tends to be sub-optimal as memory demands of instances often vary with time and not known apriori. We propose MemSweeper, which dynamically manages memory between cache instances. MemSweeper uses a novel, score-based metric and an associated algorithm to identify cache instances whose working sets fit well within their allocated memory and thus can relinquish a portion of the memory without suffering appreciable loss in their hit rates. Using a combination of synthetic and production traces on a real implementation, we show that MemSweeper achieves 74% improvement (on average) in the miss rate of critical tenants without degrading the performance of other tenants.
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1 Introduction

Memory key-value stores are widely used in web services to reduce the load on backend databases and improve the latency of the requests [22]. While request latency is a key metric for user-facing services, backend databases often cannot handle the volume of requests and require in-memory caches to filter out most requests. By servicing most requests from main memory, these memory key-value stores drastically cut the number of accesses to disk (i.e., cache misses), which is inferior to main memory in both latency and bandwidth by multiple orders of magnitude. Consequently, even modest improvements in hit rates of these caches would likely achieve significant improvements in application performance. Therefore, maintaining near-optimal hit rates is a first-order concern for these applications. The key to achieving near-optimal hit rates lies in accurately estimating the working sets of applications and allocating space according to their working sets. Further, because working sets of applications tend to change over time, the system must learn and adapt to these changes.

Memcached [22] and Redis [30] are two popular caching solutions utilized by major web service providers such as Facebook [3, 25], Twitter [36] and Github [24] to maintain low web request latencies and improve the user experience. Additionally, In-memory key-value storage is offered by cloud providers such as Microsoft [23] and Amazon [1], as a service to customers who need a high-performance caching layer for their web applications. Multi-tenancy in cloud has been the focus of many recent papers [7, 10, 11, 17, 20, 28, 33]. To achieve high utilization, it is quite likely for multiple tenant applications to reside in the same physical machine and to share resources such as CPU, network bandwidth, and main memory. Protean [17] makes the case for co-locating VMs from multiple tenants to bin-pack as many VM instances as possible in a single machine. Moreover, operators spread VMs of one tenant across multiple servers to provide better fault tolerance. Doing so necessitates co-locating VMs from multiple tenants in the same physical server to improve utilization and reduce cost. Without such bin-packing, cloud providers will take a substantial hit in their profit margins. While the problem of achieving an optimal hit rate for a
single tenant, is well studied, we focus on achieving optimal hit rates by efficiently managing memory allocations in multi-tenant cache environments.

If multiple instances of memory caches are placed in the same machine, the common approach is to statically partition the physical memory based on some criteria (e.g., cost tier). However, because workloads exhibit significant diversity in terms of working set sizes and access patterns, workload-agnostic static partitioning leads to sub-optimal performance as cache instances with small working sets waste the space while instances with large working sets suffer. Further, the workloads are also dynamic as their working set sizes and access patterns change over time. Thus, any static allocation will fail to adapt to tenants’ demands and consequently suffer in performance.

Caches are known to exhibit performance cliffs in their hit rate curves (i.e., a plot of hit rate vs. cache size) [4, 10]. A performance cliff occurs when a small increase in memory results in a drastic improvement in the hit rate of the application and vice versa. Performance cliffs occur when a working set fits in the cache leading to improved locality (e.g., if there is an inner loop that iterates over some fixed subset of an array, a performance cliff would occur when the cache size equals the size of the subset). Thus, performance cliffs enable us to identify working sets of applications. While there is prior work [10] on identifying and removing such cliffs, they suffer from high overhead and they focus only on a single application. Further, they do not identify far-off cliffs and therefore suffer from poor performance when workloads exhibit such behavior (Figure 1). In this paper, we propose a novel algorithm to identify cliffs (working sets) with significantly lower overhead than prior work and leverage this information to allocate space among multiple cache instances that are co-located in the same server. Giving space to tenants proportional to their working sets will be optimal if the sum total of their working set sizes do not exceed the total memory capacity of the server. Unfortunately, most real applications tend to have large working sets that exceed the physical capacity of the machine when co-located with other applications. We propose a novel score metric that enables the system to achieve a good balance between fairness and utilization. Finally, MemSweeper adapts to changes to workload characteristics and achieves stable allocations.

MemSweeper allows cloud providers to co-locate clients in fewer machines and increase utilization which reduces the operational cost. Customers who pay for a large cache (a) will not experience a drop in hit rate, if they have unused space, and (b) if they do not have unused space, MemSweeper has minimal negative impact on the hit rate (even at peak loads). Our experiments confirm this behavior and show MemSweeper’s performance for the victims to be very close to static allocation (Section 5) — the victims are unlikely to experience a noticeable degradation.

On the other hand, customers who pay for a smaller cache will get only best-effort service — they can get better performance if there is spare capacity but this cannot be always guaranteed. We think that customers requiring a hard guarantee will find it acceptable to pay more for a larger cache.

There is a trade-off between utilization, isolation, and fairness. Perfect isolation and fairness results in poor utilization (discussed in Section 5 — Figures 5 and Figure 6). One of our contributions is to make this trade-off such that we achieve disproportionate gains in memory utilization while achieving isolation close to static (ideal) allocation. Lastly, our design avoids thrashing when more than one memory-hungry tenants are co-located on the same machine (Section 5.5).

In summary, we make the following contributions:

• By reducing the time complexity for calculating reuse distances from $O(N)$ (prior approaches [10, 21, 31]) to $O(\log N)$, our design is able to find far-off cliffs with high accuracy and low cost (Sections 2.2 and 3.1)
• We propose MemSweeper, a memory management mechanism that effectively performs memory management among multiple cache tenants. MemSweeper accurately estimates the working sets and allocates memory to the tenants based on utility and fairness.
• We introduce a score metric that succinctly incorporates both fairness and utility in a closed form. Our evaluations demonstrate the effectiveness and robustness of this metric.
• We evaluated a real implementation of MemSweeper on CloudLab, using a combination of synthetic and production traces. Our evaluation shows that MemSweeper achieves about 74% improvement (on average) in the miss rate of critical tenants without negatively affecting other tenants.

2 Motivation
Memcached is an in-memory cache that can be distributed among hundreds of servers receiving queries e.g., SET, GET, UPDATE etc., from clients using a key-value API. The servers are divided into different pools with each one handling a specific category of client applications (i.e., object sizes, access patterns). Servers use a hash table to track and access the items stored on their allocated space in the main memory of the system. The $O(1)$ access time for the stored items, make the key-value memory caches desirable for servers that handle thousands of requests every second. To prevent fragmentation, memory is divided into different slabs; items are categorized into slab classes based on their size, and stored on the memory pages assigned to that class. Furthermore, each page is divided into smaller chunks to store the objects and their metadata. The size of the these pages is usually 1 MB and they are allocated to a class only if the cache has empty space. Otherwise, the slab class will have to empty one of its owned pages by evicting items using a heuristic
e.g., Least Recently Used (LRU). Items might also get evicted from the queue when not accessed for a long time.

Prior work \[10, 11\] has shown that reallocating pages from one slab class to another inside a tenant, can improve the hit rate, as the demand of each slab class might change over time. Thus, having the lower-demand large classes give their pages to higher-demand smaller classes results in better memory utilization and a higher hit rate. However, lots of opportunities for more improvements are missed in previous work due to restricting the pool of available pages to the same tenant. We make the key insight that in a multi-tenant environment, we can reassign memory not only between classes of a tenant, but also among tenants e.g., take memory from tenants who need lower space at the moment and give it to more demanding tenants in real time.

### 2.1 Multi-tenant Space Sharing

The allocation mechanism in Memcached is slab-based. Memory is divided into 1 MB pages (slabs) and each page is assigned to a certain slab class (queue) of a tenant using a first-come-first-serve basis. The pages are given to the classes requesting memory before others. As a result, the classes that are popular during the cache startup will occupy most of the space, even if their popularity changes afterwards. This well-known problem is referred to as slab calcification \[2, 18\]. Once a slab (i.e., 1 MB) is allocated to a class, it cannot be assigned to a different class or tenant. Although, Memcached has a reallocation mechanism in form of a thread, which automatically moves pages between classes, it’s been shown that it is not able to efficiently adapt to dynamic workloads or prevent memory fragmentation \[37\].

In addition to slab calcification, performance cliffs are common in real-world production workloads, in which a sudden change in memory allocation leads to significant increase or decrease in the hit rate \[4, 10\] e.g., when the working set of an application suddenly fits in the cache. Talus \[4\], proposed an algorithm to remove a performance cliff in the hit rate curve of a single slab class of a single tenant. It needs to have the knowledge of the entire hit rate curve and the exact points where the cliff starts and ends, so it can simulate the behavior of the cache where the cliffs does not exists, by using a technique called shadow partitioning.

Based on Talus and Dynacache \[9\], Cliffhanger \[10\] assumes it does not have the entire hit rate curve and instead, tries to find the cliff’s start and end points by looking ahead and approximating the gradient of the local hit rate curve. It can improve the hit rate by reallocating memory from larger lower-demand classes to smaller higher-demand classes. Cliffhanger does all the reallocations internally without considering the other tenants. Enabling the cache to move memory among tenants, creates this opportunity to improve the hit rate even more (Figure 1). By looking ahead in the hit rate curve, Cliffhanger and similar methods detect only those changes that are close to the current position in the curve i.e., small size difference. In case of a performance cliff, it is undetectable for these systems when it is far away in the curve i.e., there is a huge difference between the current size and the size in which the cliff will occur.

Memshare \[11\] utilized Cliffhanger’s approach to dynamically share memory between applications in a log-structured cache. By using a log-structured model, Memshare tries to avoid the problems that might arise in slab-based caches when tenants exchange memory such as low flexibility in size of the moved memory. However, it still suffers from inability to detect far-away cliffs and the overhead from managing a log-structured cache. To demonstrate how these opportunities i.e., memory sharing among tenants, and far-away cliffs are missed, we did an experiment with a workload having both within reach and far-away demand changes (Figure 1).

### 2.2 Reuse Distance Calculations

In order to look ahead in the MRC (miss ratio curve) and find the demand changes correctly, we needed an efficient and accurate method to track the reuse distance of cached items. In caching systems, reuse distance is defined as the number of unique items accessed between two consecutive accesses to the same item \[13\]. In an LRU queue, it is the same as the concept of stack distance (introduced in \[21\]), which can be measured by counting the items between the head of the queue and the accessed item. The reuse distances can be utilized to predict the curve in the miss rate vs. cache size (number of cached items) i.e., MRC. A distance value larger than the cache size implies that item was once in the cache and it was evicted, which means in a larger cache (a future point in the x-axis of the MRC), this item would be a hit. Depending on the number of found reuse distances, we can approximate the MRC.

A simple reuse distance calculation approach would take $O(N)$ time for an LRU queue i.e., a linked list of size $N$, as it has to traverse the queue from the head until it reaches
the item [21]. A linear time complexity is extremely prohibitive for a cache with millions of items and thousands of requests per second (Figure 1). New approaches have been proposed to improve the reuse distance calculations [13, 31, 38]. Mimir [31] presented a bucket algorithm that groups references to the items in a specific number of buckets(B), reducing the time complexity to \(O(\frac{N}{B})\). This approach is not accurate for large caches [10]. By using search trees to keep track of references to the items [13], the time complexity of reuse distance calculations were reduced from linear to logarithmic. In this approach, a balanced search tree, for example, an AVL tree is maintained in addition to the main data structure holding the items. In our implementation, the AVL tree is used to organize and keep track of the last-access time of the items. Each node in the tree would also store a weight attribute showing the number of older nodes in its sub-tree. For a queue size of N, the reuse distance computation takes \(O(\log N)\) time, as the item and its reuse distance are found in \(\log N\) iterations (more details in section 3).

Figure 2 demonstrates an experiment on linear and logarithmic reuse distance calculation approaches. The experiment compares the average latency of requests for two equal-sized Memcached tenants that are receiving the same RPS (requests per second) and calculating the reuse distance of every missed item. In order to create the worst-case scenario, all requests are missing the cache, the size of the tenants were set smaller than the workload size, and the benchmark followed a sequential access pattern. As shown, the linear approach was extremely slow, causing the tenant to become unresponsive, servicing significantly lower number of requests, and in some cases, zero requests i.e., the numerous breaks in the red curve, whereas the logarithmic approach suffered no loss in the quality of service.

3 Design and Implementation

In MemSweeper’s environment, all tenants reside in a pre-allocated POSIX shared-memory. We replaced Memcached’s memory allocation routine i.e., malloc() with a function that uses mmap() to allocate memory in the shared-memory. This memory is managed using an entity called the tracker, which performs memory allocations and stores management meta-data (i.e., one page) for inter process communication (IPC). Normally, Memcached tenants are allocated memory only if they need to store new items and have no available page. We anticipated a preset share size from the shared-memory for each tenant that guarantees the availability of new pages for the tenants that have paid for a certain memory size, but have not requested to that amount yet. By default, all tenants have an equal share from the shared-memory, unless they paid for more space. When a tenant asks for a page, the next available page in the shared-memory is given to the requesting tenant, as long as tenant’s current size is less than or equal to its share. Neighboring pages might belong to different tenants.

In MemSweeper, from the memory management point of view, we look at the multiple tenants sharing the space, as one large tenant allocated a large piece of memory i.e, the shared-memory. In Memcached, each tenant has its own address space. In MemSweeper, tenants are still separate processes, but they operate within a single address space, which is the shared memory. Tenants cannot access (Read/Write) the pages allocated to other tenants due to existing OS page protection mechanisms (i.e., SIGSEGV).

This approach leads to much more flexibility for performing reallocations when tenants see changes in their workloads. We propose an efficient reallocation mechanism that is able to accurately detect the changes in the demand of different tenants and slab classes. Not only it is able to reallocate the memory page between the classes of one tenant, it can also move them among different tenants, and find far-away performance cliffs. To prevent tenants from reading the data of other tenants when pages are exchanged, MemSweeper explicitly zeros out the contents twice: once when a tenant is giving the memory away, and again when a new tenant receives the ownership. We rely on existing system support for efficiently zeroing out memory.

The reallocation mechanism consists of two main steps: 1) calculating the reuse distances for all data items, and 2) reallocation algorithm. Using shadow queues and a self-balancing search tree i.e, AVL tree, we track all the misses and calculate the reuse distances for the missed items. The shadow queues are extensions to the main LRU queues of the cache, keeping the items evicted from the main queues in the same LRU format [10]. To reduce the memory overhead, items in the shadow queues (i.e., shadow items) only store the keys and not the values. When a GET request misses the main queue, and hits the shadow queue, it means the request would have been a hit, if the item was not evicted from the main queue (if the queue was larger). Each slab class has a shadow queue which is divided into pages that are not equal in size to the pages of the main queue, but in the number of items stored...
in each page. Depending on the position of the shadow page receiving a hit, the algorithm might decide to allocate more memory to the corresponding slab class in the owner tenant.

These decisions are based on several factors, one of which is the **marginal utility**. We define Marginal Utility (MU) [29] as the per-page hit gain for a continuous block (a group of one or more adjacent pages) in the shadow queue. In the initial version of our algorithm, once the marginal utility of a shadow page reaches a certain threshold, the tenant will request for more space to the amount of the position of the aforementioned page in the shadow queue. These values are simply calculated by dividing the total number of shadow hits in a block by the size of the block (Algorithm 1).

**Algorithm 1** Marginal Utility Calculation

```plaintext
1: slabclass[i].shadowq_hits[] ← latest hit counters of all shadow pages
2: slabclass[i].mu[] ← 0
3: while miss_rate != 0 do
4:   if there is no reallocation in progress then
5:     for i = 1, 2, … number of slab classes do
6:       for j = 0, 1, … shadow queue size do
7:         slabclass[i].mu[j] = Sum(slabclass[i].shadowq_hits[1,..,j]) ÷ j
8:     end for
9:   end for
10:  Sleep(1)
11: end while
```

In order to allocate the requested memory to the tenant, the algorithm needs to find a suitable candidate to take the memory from. This tenant should either have unused memory, in which case, it will not suffer at all (in terms of hit rate), or suffer the least from releasing one of its old pages. In the first version of our system, the algorithm finds the page with the lowest marginal utility in the shared-memory, which is calculated based on the actual hit rate of each page in every slab class. These values are not normally tracked in Memcached, so we added them as an extra attribute to Memcached’s slab class structure. The page with the lowest marginal utility among all pages of all tenants is de-allocated from the owner i.e., the **victim** and given to the **victor** tenant. The pages are moved one by one (1-page granularity), meaning that if the victor tenant needs X pages, all X pages will not be taken from a single tenant, and a victim is found for each page (might be the same victim). This approach of having a (possibly) new victim for each page is more fair and precise than choosing one victim for all X pages, since releasing even a single page can lead to a notable change in the hit rate of a tenant, making it a less suitable victim candidate. In other words, not finding a new victim for each page can cause additional and avoidable reallocations in the future, as the same tenant will ask for more memory i.e., wants its pages back, due to suffering too much during the first reallocation in which it was the victim.

This approach has a few shortcomings. If there is an aggressive tenant with a high RPS (requests per second) and miss rate, it will take all the memory from other tenants with lower RPS, causing them to suffer too much. In order to prevent this problem and control the amount of possible reallocations between the tenants, we anticipated two kinds of thresholds: 1) Threshold on size, in which the number of moved pages is limited for both victims and victors, and 2) Threshold on hit rate, in which the victims are allowed to lose pages as long as their hit rate has not dropped more than a certain value. All these systems are evaluated in section 5.

We made the algorithm more efficient and fair by considering more factors such as the number of pages a tenant has gained or released prior to the reallocation, or how long a tenant has waited for a new page, in the decision making process. All these factors are incorporated in form of an **score** metric that is used to perform reallocations in the newer version, **Fair_MemSweeper**. We believe **Fair_MemSweeper** is efficient and more fair, while performing slightly worse in terms of utilization compared to **Max_MemSweeper**. In **Fair_MemSweeper** aggressive tenants cannot hurt the ones that have a lower RPS (discussed in section 5.5). In the following sections, we will discuss this algorithm in more details.

### 3.1 Calculating Reuse Distances

Similar to Cliffhanger [10], we utilize shadow queues: extensions to the main LRU queue of each slab class that contain the keys of evicted items. When a GET request misses the main queue, but hits the shadow queue, it means if the main queue was larger, this request would have been a hit. Prior systems such as Cliffhanger use very small shadow queues e.g., one page, and approximation techniques to avoid the cost of reuse distance calculations. As discussed before (Section 2.1), this approach misses the far-off cliffs. On the other hand, a large queue implemented as a linked list with a linear approach for the calculations would result in an extremely slow, and in some cases, unresponsive system (as discussed in section 2.2), since the whole list has to traversed for every access to a distinct data item, with the time complexity of \(O(N)\) (N is the number data items). **MemSweeper** does not evict items from the shadow queues, enabling it to keep track of all past items. However, this approach might lead to large queues (in terms of number of items, not memory) for popular slab classes depending on the workload. Thus, we had to think of a better approach to calculate the reuse distances.

We replaced the linked list with an AVL tree, in which every item (node) contains the number of their older items (size of their right sub-tree) as a **weight** value. Weights are updated on insertions and deletions. To find the reuse distance, we simply traverse the tree from the accessed node toward the root and if the current node is the left child of its parent, we add up the parent’s weight value. The total sum would be the reuse distance of the requested item found in Log N iterations (height of the tree). This results in the
time complexity of $O(\log N)$ for the reuse distance calculations. The reuse distances are then utilized to determine the number of hits on every shadow queue page.

The Lookahead Algorithm introduced in [29], can partition shared CPU caches according to the utility(hit) gain of extra cache blocks for different applications sharing the cache with a low overhead. Inspired by this algorithm, MemSweeper takes advantage of the knowledge of hit rate of the shadow pages to find the marginal utilities (potential hit gain from all possible additions to the main queue), which subsequently enables it to reallocate memory to the tenants that would benefit from more space from those who can afford to lose space. Additionally, MemSweeper detects the performance cliffs occurring far away from the current position in the hit rate curve. A dedicated thread is tasked with periodically finding the marginal utilities of all shadow queues.

One tenant has to give up a page. Max_MemSweeper picks the tenant that has the lowest marginal utility value among all the tenants as the victim. For doing so, the system needs to keep track of the hits on each individual page in the main queue, which are updated right after each hit request. The thread responsible for calculating the marginal utility of shadow pages, does the same for the the main pages without any additional overhead. No reuse distance calculation is needed for the main queues as the hit page is identified simply by accessing the item.

### 3.2 Reallocation Algorithm

The goal of this step is to identify two candidates: one that would benefit the most from extra memory, and one that would suffer the least from giving one page away. Considering the marginal utility values of all pages of a tenant, Max_MemSweeper reallocates the page with the lowest number of hits to the tenant that would (potentially) gain the highest number of hits. The tenant with the lowest $S_0$ of main queues (Formula 1.2), and the one with the highest $S_0$ of shadow queues (Formula 1.1), are chosen as the victim and the victor, respectively.

$$\text{Main Queue } : \quad S_0 = \max (\text{MarginalUtility}) \quad (1.1)$$

$$\text{Shadow Queue } : \quad S_0 = \min (\text{MarginalUtility}) \quad (1.2)$$

Although, exchanging a low hit, under-utilized page for a potentially high hit and fully utilized page would result in reallocations that would maximize the overall memory utilization and hit rate, it might be unfair to some of the tenants. As it will be discussed further in section 5.5, victims might get over-penalized or taken advantage of by the victors. To solve these issues, Fair_MemSweeper extends $S_0$ to consider more factors in deciding the reallocation sides, aggregated in form of a score attribute. Each tenant calculates $S_0$ and $S_1$ for the main and shadow queues periodically. The system reallocates memory from the tenant with the lowest main queue $S_1$ to the tenant with the highest shadow queue $S_1$.

$$\text{Score : } \quad S_1 = S_0 \times (\frac{N_f}{N_g}) \times \text{MR}_{\text{inst}} \times t \times \frac{1}{M} \quad (2)$$

Marginal utility is measured for all pages of a tenant $x$: $1 < x < n$ (n: size of the queue), which basically shows the per page hits, the tenant would gain by obtaining $x$ pages, or lose by releasing one page. $N_f$ and $N_g$ are the total number of pages released and gained by the tenant (respectively), since the beginning which are never reset. A decay factor can be utilized to reduce the impact of these elements depending on the policy. The ratio of released to gained memory i.e, $N_f / N_g$ is a critical factor meant to prevent tenants from suffer or gain too much, and hold a balance in the reallocations (discussed in section 5.5).

$\text{MR}_{\text{inst}}$ denotes the instantaneous miss rate i.e, number of misses in the last second. The time interval for score calculations and reallocations is 1 second, and by adding the miss rate to the score calculations, we ensure that the tenants experiencing more misses are prioritized over those having fewer misses in the last time interval. The time window is set to the minimum (1 second), since longer periods might lead to overlooking the sudden misses caused by the workload behavior e.g, performance cliffs. $T$ is the time elapsed since the last time this tenant gained a new page, and $M$ is the total size of the tenant. The longer a tenant has waited for extra pages, the higher would be its chance of receiving one.

Algorithm 2 is the pseudo-code of Fair_MemSweeper.

In order to show that the score is a robust metric able to fairly identify the victors and victims, we will demonstrate a simplified example with 3 tenants and a small number of pages. Then, we will present the performance of this metric in benchmarks testing the extreme cases i.e, the workload size much smaller or larger than the available memory.

#### 3.2.1 Step-by-step Demonstration

In this example, we consider 3 tenants sharing 60 pages. All tenants need 20 pages each, but tenant A is initially allocated 10 pages, tenant B is allocated 15 pages, and tenant C has 35 pages. We run the algorithm on these tenants, calculate the score values in each round, and demonstrate how this metric can correctly identify the victim and the victor (shown in table 1).

We assume the workload size is 20 pages, all items belong to a single slab class, and each page has 10 accesses per second. The first 20 pages of all tenants are accessed 10 times each, and extra pages (more than 20) will have zero accesses. If a tenant is missing 10 pages, then it will have 10 * 10 = 100 hits, and 10 * 10 = 100 misses per second, which is equal to 100 hits on the shadow queue. Therefore, in this example, the scores for both main and shadow queues will be equal for each tenant, as the marginal utility of all pages (shadow and main) would be 10 hits per page for tenant A and B. Tenant C has 15 pages that are not receiving an hits, so the minimum marginal utility among pages of this tenant would be 0, while it has free space. For the sake of this demonstration, we set
the reallocation granularity to one page, which means only the hits on the first shadow page matter. Round 1:

- $A: Score_{shadow, main} = (10 \times 1 \times 100 \times 1/10) = 100$
- $B: Score_{shadow, main} = (10 \times 1 \times 50 \times 1/15) = 33.3$
- $C: Score_{shadow, main} = (0 \times 1 \times 0 \times 1/35) = 0$

After this round, tenant C and A are chosen as the victim and the victor, respectively, since they have the lowest main queue and highest shadow queue scores. Tenant C gives one page to tenant A. Round 2:

- $A: Score_{shadow, main} = (10 \times (1/2) \times 90 \times 1/11) = 40.9$
- $B: Score_{shadow, main} = (10 \times 1 \times 50 \times 2/15) = 66.6$
- $C: Score_{shadow, main} = (0 \times 1 \times 0 \times 2/35) = 0$

After this round, tenant C is chosen as the victim again, since it has the lowest main queue score and gives 1 page to tenant B, which currently has the highest shadow queue score. In the next rounds, tenant C has a main queue score of zero, and will always be the victim, due to having free space and a zero miss rate. The other two tenants will have non-zero main queue scores, since they do not have free space and releasing a page will hurt them by losing 10 hits per second. The rest of the steps are shown in Table 1.

In practice, the victor can ask for more than one page in each round. In the first round, tenant C would give 10 pages to tenant A (Tenant C will be the victim for every page). The working set of tenant A will fit in the cache, resulting in a zero miss rate after round 1. In round 2, tenant B would receive 5 pages from tenant C. The reallocation finishes in just two rounds, and unless the workload changes, all tenants reach a steady state.

3.2.2 Extreme Case Benchmarks. Next, we discuss two scenarios with 2 tenants having different workload sizes, and show how the system correctly reallocates memory by the use of the score metric. In the first scenario, tenants 1 and 2, each had a 50% share of the memory. But, tenant 1 only needed 40% and had 10% extra space, whereas, tenant 2 needed 60% of total space. As shown in Figure 3, the memory shares of the tenants are adjusted to their working set size.

In the second scenario, tenants initially started with a 50% share of the total cache space. Same as the previous scenario, one tenant needed memory less, and the other needed memory more than its already owned share. In this case, tenant 2’s demand was more than the total available memory i.e, size of the shared-memory. Figure 4 shows that no memory was reallocated during the benchmark.

![Figure 3. Tenant 2’s demand fits in the memory. Left: Hit Rate over time, Right: Memory share over time.](image)

4 Methodology

We implemented our proposals on top of Memcached. These include the Max_MemSweeper, using which the memory

---

1Source code is available at: https://github.com/AAMH/memcached.
Algorithm 2 Victor-Victim Selection

1: tenants[i]
2: victor_scores[i] = 0, victim_scores[i] = 0
3: for iteration = 1, 2, . . . do
4:   for each tenant i do
5:     max_mu[i] = get_max_mu(i)
6:     NumberOfMisses[i] = get_inst_misses(i)
7:     update_values(i, M[i], Nr[i], Ng[i], T[i])
8:     victor_scores[i] = calculate_score(M[i], Nr[i], Ng[i], T[i], max_mu[i], NumberOfMisses[i])
9:   end for
10:   victor = find_highest(victor_scores)
11:   for j = 1, 2, . . . , requested_size do
12:     min_mu[i] = get_min_mu(i)
13:     update_values(M[i], Nr[i], Ng[i], T[i])
14:     victim_scores[i] = calculate_score(M[i], Nr[i], Ng[i], T[i], min_mu[i], NumberOfMisses[i])
15:     victim = find_lowest(victim_scores)
16:     Reallocate 1 page from the victim to the victor
17: end for
18: end for
19: calculate_score (M, N, Nr, T, mu, mr):
20:   return \( \mu \sum (Nt + Ng) \times mr \times T \div M \)
21: update_values(i, M, Nr, Nt, T):
22:   M = Latest memory size of tenant i
23:   Nr = Latest number of released pages for tenant i
24:   Ng = Latest number of gained pages for tenant i
25:   T = Time elapsed since tenant i received a new page
26: get_max_mu(i): /* finds the max mu value among all slab classes */
27:   max = max marginal utility of all pages of tenant i
28:   return max
29: get_min_mu(i): /* finds the min mu value among all slab classes */
30:   min = min marginal utility of all pages of tenant i
31: return min

Figure 4. Tenant 2’s demand does not fit in memory. Left: Hit Rate over time, Right: Memory share over time.

Fairness in the process. The reallocations between tenants will result in positive or negative changes in the hit rate of the involved tenants. The hit rate of the victim i.e., the receiver will improve, but, the victim might suffer from having a lower amount of memory and its hit rate might deteriorate. Using two thresholds i.e., size (MTh) and hit rate (HRTh), we enforce a simple constraint to prevent tenants from suffering too much when losing memory. Both thresholds have to be manually set before starting the system, and in most cases, they limit the potential of the reallocation mechanism. We consider them as two baselines for comparison against Fair and Max_MemSweeper, in addition to the base Memcached and Cliffhanger’s Hill Climbing implementation.

4.1 Workloads
The primary trace we use in our experiments, is a scalable pre-built Twitter dataset as a part of the Cloudsuite benchmarking tool [15]. In the first experiment, the keys and values are selected randomly using a uniform distribution. We refer to this workload as the Random workload. To evaluate the performance of our systems in presence of a performance cliff, we added additional features to the Cloudsuite client, so it could generate these cliffs by utilizing a sequential access pattern. We use a combination of random and sequential access patterns in the third workload. We ran additional benchmarks using the Twitter dataset in Cloudsuite, and Mutilate [19], a workload generator that is able to simulate a request stream from the Facebook’s ETC pool [3]. These benchmarks focus on studying the tenants’ behavior when running on two different workloads with contrasting characteristics. We also studied the case in which more than one tenants were memory-hungry.

All the benchmark settings used in our experiments were designed to simulate a multi-tenant cache environment. In each benchmark, four tenants shared the underlying resources such as CPU, network bandwidth, and most importantly the main memory. We allocated a 16 GB shared-memory as the total space for the cache environment equally divided between the tenants (Table 2). In all benchmarks, one tenant, designated as the demanding tenant, was assigned a working set size (WSS) larger than its initial memory share, so it would request for more memory during the benchmarks. Other three tenants had an initial memory of larger than or equal to their working set, so they did not need extra space.

In the last experiment, we compared the performance of Fair and Max_MemSweeper, by having two memory-hungry tenants share memory and receive request in different rates. This experiment demonstrates how an aggressive tenant can hurt another tenant that has a similar working set but a lower request rate. We show how Fair_MemSweeper and the score metric successfully prevent such situations that are common in cloud environments.
4.2 Metrics
We mainly use the individual hit rate of tenants, as well as the overall hit rate of the system to evaluate our proposal against the baselines. We will discuss the memory, CPU overhead and the fairness of our system.

5 Evaluation
In this section, we will present the results of the evaluation of our system, using CloudSuite benchmarking tool and CloudLab, a research cloud infrastructure [14]. We ran our benchmarks on rs630 physical nodes, having a 10-core 2.60 GHz Intel(R) Xeon(R) E5-2660 processor, 256 GB of RAM, and running Ubuntu Server 18.04. We used a total number of 44 tenants in 11 benchmarks for each workload category.

5.1 Random Workload
In this workload, both the key and the value of every request are selected randomly using a uniform distribution. We ran a total of 11 benchmarks. The tenant caches were warmed up (i.e., items were pre-loaded into the cache) and all of them were initially assigned an equal share of one-fourth of the shared-memory. Each tenant was connected to a single Cloudsuite client using 25 TCP connections receiving 25K requests per second (RPS). In all benchmarks, the memory size and the hit rate of the tenants were recorded over time until they reached a stabilized state.

*Fair_MemSweeper* results in an average of 62% of miss ratio improvement over the base Memcached, followed by *Max_MemSweeper* which gives a 58% improvement over the base. *Max_MemSweeper* with a threshold on size improves the miss ratio the least by 30%.

5.2 Sequential Workload
In order to demonstrate the *MemSweeper*’s ability to detect and overcome performance cliffs, we utilized a customized workload in which items were accessed sequentially rather than randomly. In caches smaller than the length of the sequence, all GET requests will be *missed*, due to the fact that Memcached’s LRU (Least Recently Used) policy evicts the items before they are requested. Unless the size of the cache is adjusted to contain all of the items of the sequence, there would not be any hits. We modified the CloudSuite’s client to produce these cliffs for this workload. All benchmark settings were similar to the random workload, except the tenants were initially *cold* (not warmed up), and the items were loaded into the cache manually after they were missed in a GET request. The length of the sequence was set large enough for creating a far-off performance cliff in hit rate over time curve.

The base Memcached did not get any hits, since it is not able to adjust the cache size in presence of these behaviors such as cliffs. The working set could not fit in the cache, resulting in a near zero hit rate. Cliffhanger exhibited a similar behavior, as it is not able to detect and mitigate the performance cliff happening far-off in the hit rate curve. All *MemSweeper* systems were able to detect the cliff and adjust memory of the tenants, adapting them to their working sets which resulted in a significant improvement in the hit rate of the demanding tenant. *Max_MemSweeper* decreased the miss ratio of the demanding tenant by an average of 85%. This percentage for *Max_MemSweeper* with a threshold on hit rate and *Fair_MemSweeper* were 80% and 78%, respectively.

5.3 Random-Sequential Combination
We combined the random and sequential workloads to study *MemSweeper*’s behavior when performance cliffs are steep. In this workload, out of every four keys, three are picked from the sequence, and one is chosen using a uniform random distribution. The benchmarks settings were the same as previous sets. The Memory size and the hit rate of the tenants were recorded from the start to the steady state.

Hit rate of the demanding tenant and the overall hit rate are shown in Figure 5 and Figure 6, respectively. Workload A has the smallest Working Set Size (WSS) for the most demanding tenant (5 GB) among all the workloads and the cliff happens to occur at a size less than the WSS. So, the tenant already starts with enough memory (4 GB) to fit most of its WSS in the memory and, therefore, achieves a high hit rate for all schemes. In all other workloads, the base Memcached reached an approximate hit rate of 25%. Similar to the previous case, the requests picked from the sequence were all misses, and the only hits were the requests coming from the random distribution. A similar behavior could be observed from Cliffhanger, as its small shadow queues are unable to find the far-off cliffs in the hit rate curve. On the other hand, all *MemSweeper* versions could detect the far-off cliffs and adjust the memory sizes, boosting the overall hit rate of the system. As shown in Figure 5, *Max_MemSweeper* achieves the highest improvement for the demanding tenant by decreasing its miss rate by 82%. *Max_MemSweeper* with a threshold on hit rate and *Fair_MemSweeper* are next with 79% and 74%, respectively. Overall, *Max_MemSweeper* decreases

<table>
<thead>
<tr>
<th>Workload</th>
<th>Tenant 1</th>
<th>Tenant 2</th>
<th>Tenant 3</th>
<th>Tenant 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>E</td>
<td>3</td>
<td>2</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>G</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>I</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>J</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>K</td>
<td>4</td>
<td>4</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>
the miss rate by 75% (Figure 6). Figure 7 shows the hit rate curves of the demanding tenants in all benchmarks.

5.4 ETC Workload
This benchmark sheds light on MemSweeper’s performance when running on a simulated production trace, as well as an important scenario that is standard in cloud environments: tenants placed on the same physical server receiving workloads with totally different characteristics. For this purpose, we utilized Mutilate [19], a workload generator that can simulate a request stream from the ETC pool of Facebook’s 2012 study [3], and CloudSuite. We placed two tenants on a 8 GB shared-memory. One tenant received the ETC workload, and the other received the random-sequential request stream from CloudSuite’s Twitter dataset. The working set of the ETC tenant was 6M records, filling up to 4 GB. The second tenant was tested with two working set sizes of 6 GB and 8 GB. In both cases, Fair_MemSweeper was able to adjust both tenants’ allocated space, and improve the overall and the demanding tenant’s hit rate significantly without any loss in the hit rate of the less demanding tenant. (Figure 8).

5.5 Fairness Study
Approaches such as Max_MemSweeper that try to maximize the overall hit rate and the memory utilization of the system would likely hurt the tenants that are receiving requests on a lower rate or have higher hit rate, favoring aggressive tenants. Meaning, an aggressive tenant with a sufficiently high request per second (RPS) which could be on a path to a large hit rate gain, can hurt the other tenants by bullying them and taking all their extra memory. Fair_MemSweeper prevents such problems by considering factors such as the size of the tenant, ratio of released to gained pages, time elapsed since last allocation, etc., in addition to the marginal utility which is crucial in performing the best reallocation and adjusting the memory sizes.

In this benchmark, two memory-hungry tenants compete with each other for memory. Both tenants were initially allocated 4 GB in an 8 GB shared memory. We used our most realistic synthetic workload i.e., random-sequential combination with a cliff happening before 6 GB. The RPS of one tenant (B) was half the rps of the other (Tenant A) e.g. 10k - 20k. Figures 9 and 10 demonstrate their memory size and hit rate over time during the benchmark. Max_MemSweeper let the aggressive tenant (shown in the right) to take all memory it needs from the slower tenant, even though the slower tenant received a similar workload but in a lower rate. As shown in Figure 10, not considering the impact of memory loss on the slow tenant leads to a significantly lower hit rate. On the other hand, Fair_MemSweeper was not affected by the difference in the RPS, and kept a balance in the reallocations. Table 3 shows the final size and hit rate for both tenants.

Because Max_MemSweeper performs allocations based on a single factor (i.e., marginal utility), it tends to allocate more memory to aggressive tenants over time, which may lead to unfair allocation and starvation. To remedy this problem, we designed Fair_MemSweeper, which considers other factors such as allocated memory and recency, in addition to utility.

From our experiments, we observed that even though the Fair_MemSweeper improves the overall hit rate less than Max_MemSweeper, it penalizes the lower demanding tenants (majority of the tenants, 3/4) much less, which is a justifiable trade-off. In this section we captured this trade-off — Figure 10 and Table 3 show that Fair_MemSweeper ensures that the two tenants achieve better parity in hit rates, whereas Max_MemSweeper does not. We designed MemSweeper to achieve a sweet spot in this trade-off between overall hit rate (utilization) and fairness. In environments in which fairness is a priority (e.g., multi-tenant Clouds), Fair_MemSweeper is the best option, but in those aiming to maximize utilization (e.g., Datacenter of a single provider), Max_MemSweeper might be acceptable.

<table>
<thead>
<tr>
<th>Max_MemSweeper</th>
<th>Fair_MemSweeper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>Hit Rate</td>
</tr>
<tr>
<td>1 2632 MB</td>
<td>60.84%</td>
</tr>
<tr>
<td>2 5373 MB</td>
<td>96.65%</td>
</tr>
<tr>
<td></td>
<td>Memory</td>
</tr>
<tr>
<td>1 4852 MB</td>
<td>86.40%</td>
</tr>
<tr>
<td>2 3153 MB</td>
<td>88.38%</td>
</tr>
</tbody>
</table>

5.6 Memory and CPU Overhead
MemSweeper’s reallocation algorithm is based on keeping the evicted items in the shadow queues. The shadow items are much smaller than normal items, due to not containing the largest part of the items (the value). In our benchmarks, 10 slab classes covered all the traces, and the largest of these classes was for storing the 480-byte items. The number of keys in each shadow page is equal to the number of keys in a real 1 MB page. Meaning, each shadow page of this class holds 1 MB / 480 bytes = 2184 keys. This class required less than 1000 shadow pages at the peak of the reallocations. For an average key size of 14 bytes [10], the overhead memory for this class would be 1000 * 2184 * 14 = 30.5 MB. In the worst case, the total overhead memory for a demanding tenant was less than 300 MB, 2% of the total size (16 GB).

A High CPU overhead may lead to a drop in the request throughput and increase in the request latency. Fortunately, we observed minimal CPU overhead imposed by MemSweeper during our experiments. MemSweeper utilizes multi-threading to maximize the efficiency and minimize the impact of the reallocation on Memcached’s main operations such as processing the client’s requests. All the major operations required by MemSweeper’s algorithm are performed by separate threads. The eviction of items into the shadow queues is done as an extra step in Memcached’s LRU eviction policy. Tracking the hits on the main queue is done as an additional step in the Memcached’s STATS thread. For the shadow queues, this
Figure 5. Hit Rate of the Demanding Tenant - Random-Sequential Combination

Figure 6. Overall Hit Rate - Random-Sequential Combination

Figure 7. Hit rate of the Demanding Tenant over Time - Random-Sequential Combination
Figure 8. Hit Rate - Tenant 1: ETC, Tenant 2: Random-Sequential Combination (8 GB)

Figure 9. Memory vs. Time. RPS (Left) = 10K, RPS (Right) = 20K

Figure 10. Hit rate vs. Time. RPS (Left) = 10K, RPS (Right) = 20K

step requires finding the reuse distance value of each missed item. Our approach reduces the time complexity of this step to $O(\log N)$, and minimizes the impact of this operation on the latency. The only thread running in addition to the Memcached’s routine, is created to calculate the marginal utilities and scores. The reallocations (if needed) are done using the Memcached’s self re-balancing thread, augmented to perform inter-tenant reallocations.

6 Related Work

Multi-tenant Caches. Multi-tenant caches have been studied extensively in previous years [7, 8, 10, 11, 20, 33, 37]. We have already discussed Cliffhanger [10]. Memshare [11] is a multi-tenant cache that, similar to Cliffhanger, utilizes the local hit rate gradients to optimize the memory allocation between applications in a log-structured cache. It improves the overall hit rate at the cost of throughput and latency. Segcache [37] has a similar log-structured design that utilizes TTLS (expiration) to group and sort objects in different segments and reduces the metadata of cache objects by sharing them in the segment header, thus reducing the memory footprint. It focuses on improving the eviction mechanism through the TTL-sorted segments and objects, with potentially high computation overhead. It is suitable only for small objects and needs parameter tuning. MPart [7] and eMRC [20] rely on different methods to periodically construct the MRC with costly computations, and optimize the memory allocation among the tenants. The latter only focuses on finding the cliffs in multi-dimensional miss ratio curves and multi-tier caching. Unlike these systems, MemSweeper can find all performance cliffs and adapt tenants to their working sets while achieving balance between fairness and memory utilization, with a low computation and memory overhead.

Resource Management. In a multi-tenant environment, resources are shared among tenants. Several previous work has studied the fair allocation of these resources. FairRide [28] utilizes a form of probabilistic blocking to prevent cheating in shared-file environments e.g., Hadoop file system. Dominant resource fairness, proposed in [16], is based on max-min fairness to fairly allocate multiple resource types.

MRC Estimation. Miss ratio curve (MRC) measurement in caches is generally performed by analyzing reuse distances of the cache objects. Tracking the reuse distance is a challenging problem examined in several previous work both in software and hardware caches that utilize sampling [5, 6, 32, 34, 39, 41], parallelization [12, 26, 27, 32], or improved data structures [13, 35, 40]. We take a similar approach to [13] by using AVL trees which results in $O(\log N)$ time complexity. Cache partitioning and resource allocation based on the MRC is studied in [7, 18, 20].

7 Conclusion

We presented MemSweeper, a memory management scheme for multi-tenant cache environments that shares memory among cache tenants, performs fast reallocations, and achieves a good balance between memory utilization and fairness. Fair_MemSweeper can identify the working sets of the tenants and detect any changes (e.g., far-off cliffs) in these working sets in real-time and adjust the memory sizes accordingly. Using a score-based metric, Fair_MemSweeper reallocates extra space from the less demanding tenants to higher demanding tenants, improving the overall and critical tenant’s hit rate. Fair_MemSweeper has the potential to replace the off-the-shelf caching systems that use static allocations or costly MRC estimation mechanisms.
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