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Large Digital Information Repositories

World Wide Web (> 1012 links)
Digital Libraries
Company intranets and digital assets
Scientific literature libraries (e.g., CiteSeer, ArnetMiner,
Microsoft Academic Search, Google Scholar)
Medical information portals (e.g., Medline)
Patent databases (e.g., US Patent Office)
Online encyclopedias (e.g., Wikipedia)



Various Needs for Information

Search for documents that fall in a given topic
Search for specific information
Search an answer to a question
Search for information in a different language
· · ·
Search for images
Search for music
Search for a (candidate) friend



Definition of Information Retrieval

Information retrieval (IR) is finding material (usually
documents) of an unstructured nature (usually text) that
satisfies an information need from within large collections
(usually stored on computers).



Search

We live in a search society - belief that (almost) everything is
known, we just have to find the information.
We search for everything - the right book, movie, car, house,
vacation trip, bargain, search engine, etc.



Examples of Information Retrieval Systems

Conventional (library catalog)
Search by keyword, title, author, etc.

Text-based (Google, Bing, DuckDuckGo)
Search by keywords. Limited search using queries in natural
language.

Question answering systems (START, Ask)
Search in (restricted) natural language

Other:
Cross language information retrieval, music retrieval



START



IR systems links

Search for Web pages
http://www.google.com
Search for images
http://www.picsearch.com
Search for image content
http://wang.ist.psu.edu/IMAGE/
Search for answers to questions
http://www.ask.com
http://start.csail.mit.edu/
Music retrieval
http://www.rotorbrain.com/foote/musicr/

http://www.google.com
http://www.picsearch.com
http://wang.ist.psu.edu/IMAGE/
http://www.ask.com
http://start.csail.mit.edu/
http://www.rotorbrain.com/foote/musicr/


Information Retrieval

The processing, indexing and retrieval of textual documents.
Searching for pages on the World Wide Web is perhaps the
most widely used IR application
Concerned firstly with retrieving relevant documents to a
query.
Concerned secondly with retrieving from large sets of
documents efficiently.



Typical IR Task

Given:
A corpus of textual natural-language documents
A user query in the form of a textual string

Find:
A ranked set of documents that are relevant to the query



Key Terms Used in IR

Query: a representation of what the user is looking for - can
be a list of words or a phrase.
Document: an information entity that the user wants to
retrieve
Collection or corpus: a set of documents
Index: a representation of information that makes querying
easier
Term: word or concept that appears in a document or a query



Typical IR System Architecture



Web Search

Application of IR to HTML documents on the World Wide
Web.
Differences:

Must assemble a document corpus by spidering the Web.
Documents change uncontrollably.
Can exploit the structural layout information in HTML (or
XML).
Can exploit the link structure of the Web.



Web Search System



Relevance

Relevance is a subjective judgment and may include:
Being on the proper subject.
Being timely (recent information).
Being authoritative (from a trusted source).
Satisfying the goals of the user and his/her intended use of the
information (information need)

Main relevance criterion: an IR system should fulfill a user’s
information need



Basic IR Approach: Keyword Search

Simplest notion of relevance is that the query string appears
verbatim in the document.
Slightly less strict notion is that the words in the query appear
frequently in the document, in any order - bag of words
representation

Example: “unlabeled data homepage classification”

How does this approach work?
Find words/concepts in
documents
Compare them to words in a
query
Very effective!



Problems with Keywords

May not retrieve relevant documents that include synonymous
terms.

“restaurant” vs. “café”
“PRC” vs. “China” (PRC = People’s Republic of China)

May retrieve irrelevant documents that include ambiguous
terms.

“bat” (baseball vs. mammal)
“bit” (unit of data vs. act of eating)
“Apple” (company vs. fruit)



“Apple” (company vs. fruit)



Techniques for Intelligent IR

Take into account the meaning of the words used
Take into account the order of words in the query
Adapt to the user based on implicit or explicit feedback
Extend search with related terms
Perform automatic spell checking / diacritics restoration
Take into account the authority of the source.
Use the link structure of the data.



IR System Components

Text Operations form index words (tokens)
Tokenization
Stop-word removal
Stemming

Indexing constructs an inverted index of word to document
pointers.

Mapping from keywords to document ids



Indexing - Inverted Index



Document Indexing

Index: associates a
document with one or
more keys (keywords)
Present key → identify
documents that match
key
Efficiency is crucial, fast
access



IR System Components

Searching retrieves documents that contain a given query
token from the inverted index.
Ranking scores all retrieved documents according to a
relevance metric.
User Interface manages interaction with the user:

Query input and document output
Relevance feedback
Visualization of results

Query Operations transform the query to improve retrieval:
Query expansion using a thesaurus
Query transformation using relevance feedback



IR System Architecture



Retrieval Models

A retrieval model specifies the details of:
Document representation
Query representation
How do we compare representations - retrieval function?

Determines a notion of relevance.
Notion of relevance can be binary or continuous (i.e. ranked
retrieval).



Typical IR System Architecture



A Class of Retrieval Models: Vector Space Models

Vector Space Models are among the most widely used models.
Key idea: Everything (documents, queries, terms) is a vector
in a high-dimensional space.

The geometry of space induces a similarity measure between
documents
The documents are ranked based on their similarity with the
query



Issues for Vector Space Models

How to determine important words in a document?
How to select basis vectors (dimensions)

How to convert objects into vectors?
Documents, queries, terms

Assumption - not all terms are equally useful for representing
the document contents, less frequent terms allow identifying a
narrower set of documents
How to compare objects in the vector space?

How to determine the degree of similarity between a document
and the query?

In the case of the web, what is a collection and what are the
effects of links, formatting information, etc.?



Example Graphical Representation

D1 = (2T1, 3T2, 5T3)

D2 = (3T1, 7T2, 1T3)

Q = (0T1, 0T2, 2T3)

Is D1 or D2 more similar to Q?
How to measure the degree of similarity? Distance? Angle?



The Vector-Space Model

Assume t distinct terms remain after preprocessing; call them
index terms or the vocabulary.
These “orthogonal” terms form a basis of a vector space.
Dimension = t = |vocabulary|
Each term, i , in a document or query, j , is given a real-valued
weight, wij .
Both documents and queries are expressed as t-dimensional
vectors:
dj = (w1j ,w2j , · · · ,wtj)



Document Collection

A collection of n documents can be represented in the vector
space model by a term-document matrix.
An entry in the matrix corresponds to the “weight” of a term
in the document; zero means the term has no significance in
the document or it simply does not exist in the document.



Term Weights: Term Frequency

More frequent terms in a document are more important, i.e.
more indicative of the topic.
fij = frequency of term i in document j
May want to normalize term frequency (tf)

e.g. by dividing by the frequency of the most common term in
the document:

tfij =
fij

maxi{fij}



Term Weights: Inverse Document Frequency

Terms that appear in many different documents are less
indicative of the overall topic.

dfi = document frequency of term i = number of documents
containing term i
idfi = inverse document frequency of term i = log2(N/dfi )
(N: total number of documents)

An indication of a term’s discrimination power.
Log used to dampen the effect relative to tf.



TF-IDF Weighting

A typical combined term importance indicator is tf-idf
weighting:

wij = tfij idfi = tfij log2(N/dfi )

A term occurring frequently in the document but rarely in the
rest of the collection is given high weight.



Computing tf-idf - An Example

Given a document containing terms with given frequencies:

A(3),B(2),C (1)

Assume collection contains 10,000 documents and document
frequencies of these terms are:

A(50),B(1300),C (250)

Compute tf, idf, tf-idf?

wij = tfij idfi = (fij/maxi{fij}) · log2(N/dfi )



Computing tf-idf - An Example

Given a document containing terms with given frequencies:

A(3),B(2),C (1)

Assume collection contains 10,000 documents and document
frequencies of these terms are:

A(50),B(1300),C (250)

Then:

A : tf = 3/3; idf = log2(10000/50) = 7.6; tf -idf = 7.6

B : tf = 2/3; idf = log2(10000/1300) = 2.9; tf -idf = 2.0

C : tf = 1/3; idf = log2(10000/250) = 5.3; tf -idf = 1.8



Query Vector

Query vector is typically treated as a document and is also
tf-idf weighted.
The alternative is for the user to supply weights for the given
query terms.

Weighted query terms:
Q = < database 0.5; text 0.8; information 0.2 >
Unweighted query terms:
Q = < database; text; information >



Similarity Measures

A similarity measure is a function that computes the degree of
similarity between two vectors.
Using a similarity measure between the query and each
document:

It is possible to rank the retrieved documents in the order of
presumed relevance.

Common similarity measures:
Inner Product
Cosine Similarity



Inner Product

Similarity between vectors for the document dj and query q
can be computed as the vector inner product (or the dot
product):

sim(dj , q) = dj · q =
t∑

i=1

wijwiq

where wij is the weight of term i in document j and wiq is the
weight of term i in the query
For binary vectors, the inner product is the number of matched
query terms in the document (size of intersection).
For weighted term vectors, it is the sum of the products of the
weights of the matched terms.



Inner Product - Examples

Binary:

Size of vector = size of vocabulary = 7; 0 means
corresponding term not found in document or query
sim(D,Q) =?

Weighted:

D1 = (2T1, 3T2, 5T3),D2 = (3T1, 7T2, 1T3),

Q = (0T1, 0T2, 2T3)

sim(D1,Q) =?
sim(D2,Q) =?



Inner Product - Examples

Binary:
Size of vector = size of vocabulary
= 7; 0 means corresponding term
not found in document or query
sim(D,Q) = 3

Weighted:

D1 = (2T1, 3T2, 5T3),D2 = (3T1, 7T2, 1T3),

Q = (0T1, 0T2, 2T3)

sim(D1,Q) = 2 · 0+ 3 · 0+ 5 · 2 = 10
sim(D2,Q) = 3 · 0+ 7 · 0+ 1 · 2 = 2



Cosine Similarity Measure

Cosine similarity measures the cosine of the angle between two
vectors.
Inner product normalized by the vector lengths.

CosSim(dj , q) =
〈dj , q〉
‖dj‖ · ‖q‖

=

∑t
i=1 wijwiq√∑t

i=1 w
2
ij ·

∑t
i=1 w

2
iq

D1 = (2T1, 3T2, 5T3),D2 = (3T1, 7T2, 1T3),

Q = (0T1, 0T2, 2T3)

CosSim(D1,Q) =?
CosSim(D2,Q) =?



Cosine Similarity Measure

Cosine similarity measures the cosine of the angle between two
vectors.
Inner product normalized by the vector lengths.

CosSim(dj , q) =
〈dj , q〉
‖dj‖ · ‖q‖

=

∑t
i=1 wijwiq√∑t

i=1 w
2
ij ·

∑t
i=1 w

2
iq

D1 = (2T1, 3T2, 5T3),D2 = (3T1, 7T2, 1T3),

Q = (0T1, 0T2, 2T3)

CosSim(D1,Q) = 10/
√

(4+ 9+ 25)(0+ 0+ 4) = 0.81
CosSim(D2,Q) = 2/

√
(9+ 49+ 1)(0+ 0+ 4) = 0.13

D1 is 6 times better than D2 using cosine similarity but only 5
times better using inner product.



Vector Space Summary

Very simple
Map everything to a vector
Compare using angle between vectors

Challenge is mostly finding good weighting scheme
Variants on tf-idf are most common

Considers both local (tf) and global (idf) word occurrence
frequencies.
Tends to work quite well in practice despite obvious
weaknesses.



Problems with Vector Space Model

Missing semantic information (e.g. word sense).
Missing syntactic information (e.g. phrase structure, word
order, proximity information).
Does not consider the link structure of documents


