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Overview of Machine Learning



Intro to Machine Learning

What is “Learning"?

We “learn" many things:
e Motor skills: walk, drive a bicycle, drive, play tennis or golf,
play the piano.
@ Visual concepts: man-made objects, faces, natural objects.

@ Language: Speech recognition, read and write natural
languages

@ Spatial knowledge: Navigate between spatial locations,
physical layout of a room.

@ Symbolic knowledge: algebra, arithmetic, calculus.

@ Social rules: how to interact with people, animals, machines....



Intro to Machine Learning

Bongard Problems




Intro to Machine Learnin

Bongard Problems
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Bongard Problems

http://www.foundalis.com/res/bps/bpidx.
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Intro to Machine Learning

Object Recognition
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Intro to Machine Learning

The Challenge of Learning

@ How is it possible that animals and humans are able to
learn so much knowledge from a relatively small number
of examples?

@ Several possible explanations:

o Most of what is learned is already built-in (The Blank Slate,
Steve Pinker).

o The brain is hardwired to learn specific classes of functions
(e.g., language, faces, motor control).

e Evolution has equipped the brain with some amazingly clever
algorithms.

o The brain is massively parallel (10*2) neurons.



Intro to Machine Learning

Abstract Definition of “Learning"

Definition due to Arthur Samuel (1959):

Machine Learning: Field of study that gives computers the ability
to learn without being explicitly programmed.

Definition due to Herbert Simon (1980):

“Learning" denotes changes in a system that are adaptive in that
they enable the system to perform the same task or similar tasks
drawn from the same population better over time.

Definition due to Leslie Valiant (1986):

“Learning” denotes knowledge acquisition in the absence of explicit
programming.



Intro to Machine Learning

Well-posed Learning Problem

Definition due to Tom Mitchell (1998):

A computer program is said to learn from experience E with respect to
some task T and some performance measure P, if its performance on T,
as measured by P, improves with experience E.



Intro to Machine Learning

Spam Filtering

Suppose your email program watches which emails you do or do not
mark as spam, and based on that learns how to better filter spam.
What is the task T in this setting?

o Classifying emails as spam or not spam

@ Watching you label emails as spam or not spam

@ The number (or fraction) of emails correctly classified as

spam/not spam
@ None of the above - this is not a machine learning problem



Intro to Machine Learning

Why Should Machines “Learn™?

@ “Learning" can be viewed as a form of implicit programming.

o If the task changes over time, learning can make a machine
adaptive.

@ Learning may enable a machine to outperform human
programming.



Intro to Machine Learning

Why Should Machines “Learn™?

@ “Learning" can be viewed as a form of implicit programming.

o If the task changes over time, learning can make a machine
adaptive.

@ Learning may enable a machine to outperform human
programming.

@ We can now collect data on an unprecedented scale, but we
need machine learning to make sense of the data!
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Why Study Machine Learning?

@ "If you invent a breakthrough in artificial intelligence, so
machines can learn, that is worth 10 Microsofts", Bill Gates
quoted in NY Times, Monday March 3, 2004.



Intro to Machine Learning

Practical Applications of Machine Learning

Spam filtering
Speech/handwriting recognition
Object detection/recognition
Weather prediction

Stock market analysis

Search engines (e.g, Google)
Ad placement on websites
Adaptive website design
Credit-card fraud detection

Webpage clustering (e.g.,
Google News)

Social Network Analysis

Machine Translation (e.g.,
Google Translate)

Recommendation systems (e.g.,
Netflix, Amazon)

Classifying DNA sequences
Automatic vehicle navigation

Performance tuning of computer
systems

Predicting good compilation
flags for programs

. and many more
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IBM Jeopardy Quiz Program
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Intro to Machine Learning

Speech Recognition on Smart Phones

wi__Sprint 3G 11:07 AM

é¢ Change my calendar on
November 30 the
appointment will not be
at 7 PM it will be at 1 PM 9

OK, I'll make that change to
your appointment.

® Gramercy Tavern din...




Intro to Machine Learning

ImageNet Vision Challenge
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Intro to Machine Learning

Mapping Images to Text
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Intro to Machine Learning

Autonomous Driving
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Three Fundamental Problems

Three Fundamental Problems of Learning

e Classification: Learning to predict discrete labels associated
with given observations.
o Binary classification: positive vs. negative examples
o Multiclass classification: digit recognition
@ Regression: Learning to predict continuous outputs
associated with given observations
o Example: how long does it take to bike to Northampton? How
much does it cost to visit Florida? How much money can |
make if do a PhD in CS?
@ Unsupervised learning: Learning to group objects into
categories, without any training labels.
o Examples: density estimation, clustering



Three Fundamental Problems

Supervised Framework

Learning Algorithm
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Linearly Separable Classification
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Three Fundamental Problems

Classification

@ How would you write a program to distinguish a picture of me
from a picture of someone else?
o Provide examples pictures of me and pictures of other people
and let a classifier learn to distinguish the two.
@ How would you write a program to determine whether a
sentence is grammatical or not?
o Provide examples of grammatical and ungrammatical
sentences and let a classifier learn to distinguish the two.
@ How would you write a program to distinguish cancerous cells
from normal cells?
o Provide examples of cancerous and normal cells and let a
classifier learn to distinguish the two.



Three Fundamental Problems

Data (“weather" prediction)

Example dataset:

Class | Outlook Temperature Windy?
Play Sunny Low Yes
No play | Sunny High Yes
No play | Sunny High No
Play | Overcast Low Yes
Play | Overcast High No
Play | Overcast Low No
Noplay | Rainy Low Yes
Play Rainy Low No

Three principle components:
1. Class label (aka “label”, dencted y)
2. Features (aka "attributes”)

3. Feature values (aka “attribute values”, denoted x)
= Features can be binary, nomial or continuous

A labeled dataset is a collection of (x, y) pairs



Three Fundamental Problems

Digit Recognition




Three Fundamental Problems

Regression

Plot of a training data set of N =
10 points, shown as blue circles,
each comprising an observation
of the input variable = along with o
the corresponding target variable
{. The green curve shows the o o
function sin(2xx) used to gener- o, ©

ate the data. Our goal is to pre- 0
dict the value of ¢ for some new o
value of z, without knowledge of o]
the green curve. o




Three Fundamental Problems

Question

You are running a company, and you want to develop learning
algorithms to address each of two problems.

P1: You have a large inventory of identical items. Want to predict
how many of them will sell over the next 3 months.

P2: You'd like software to examine individual customer accounts,
and for each account decide if it has been hacked.

Classification or regression problems?
@ Treat both as classification problems.

@ Treat P1 as a classification problem, P2 as a regression
problem.

@ Treat P1 as a regression problem, P2 as a classification
problem.

@ Treat both as regression problems.
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Unsupervised Learning

Xy Xy

Supervised learning Unsupervised learning
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Three Fundamental Problems
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Three Fundamental Problems

Question

Of the following examples, which would you address using an
unsupervised learning algorithm?

e Given email labeled as spam/not spam, learn a spam filter.

@ Given a set of news articles found on the web, group them into
set of articles about the same story.

@ Given a database of customer data, automatically discover
market segments and group customers into different market
segments.

@ Given a dataset of patients diagnosed as either having diabetes
or not, learn to classify new patients as having diabetes or not.
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Summary

@ Machine learning is an exciting field of research with limitless
practical application, as well as a deep scientific and
intellectual challenge.

o Broad applicability

e Finance, robotics, vision, machine translation, medicine, etc.
o Close connection between theory and practice
e Open field, lots of room for new work

@ 12 |T skills that employers can't say no to (Machine Learning is #1)
http://wuw.computerworld.com/s/article/9026623/12

_IT_skills_that_employers_can_t_say_no_to_

@ “The beauty of machine learning? It never stops learning!"

@ http://gigaom.com/2012/03/21/machine-learning-structure-data-2012/
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