Can LLMs categorize the specialized documents from web
archives in a better way?

Saran Pandian Pandi
spand43@uic.edu
University of Illinois, Chicago
Chicago, Illinois, USA

Cornelia Caragea
cornelia@uic.edu
University of Illinois, Chicago
Chicago, Illinois, USA

ABSTRACT

The explosive growth of web archives presents a significant chal-
lenge: manually curating specialized document collections from
this vast data. Existing approaches rely on supervised techniques,
but recent advancements in Large Language Models (LLMs) of-
fer new possibilities for automating collection creation. Large Lan-
guage Models (LLMs) are demonstrating impressive performance
on various tasks even without fine-tuning. This paper investigates
the effectiveness of prompt design in achieving results comparable
to fine-tuned models. We explore different prompting techniques
for collecting specialized documents from web archives like UNT.edu,
Michigan.gov, and Texas.gov. We then analyze the performance of
LLMs under various prompt configurations. Our findings highlight
the significant impact of incorporating task descriptions within
prompts. Additionally, including the document type as justifica-
tion for the search scope leads to demonstrably better results. This
research suggests that well-crafted prompts can unlock the poten-
tial of LLMs for specialized tasks, potentially reducing reliance on
resource-intensive fine-tuning. This research paves the way for au-
tomating specialized collection creation using LLMs and prompt
engineering.

CCS CONCEPTS

« Information systems — Digital libraries and archives; « Com-
puting methodologies — Natural Language Processing.
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1 INTRODUCTION

Web archiving is essential for preserving and providing future ac-
cess to the content made available across the web. Cultural her-
itage institutions including libraries, archives, museums and gal-
leries have worked for nearly three decades to preserve the born-
digital and digitized resources that are shared with the general pub-
lic using the World Wide Web.

Web archives serve as a mechanism to provide users with ac-
cess to resources that may no longer be available on the live web.
These resources can be websites, multimedia content, social media
posts, publications, or documents. While many organizations use
web archiving to provide access to the look and feel of archived
websites, some look at web archiving as an automated way of col-
lected resources that are have historically been collected at their
institutions but which are no longer made available in physical
format [23].

The quantity of web-archived documents has seen a rise in the
last 3 decades. For example, Jefferson Bailey of the Internet Archive
noted that as of 2016, there were 1.6 billion PDF files in the Global
Wayback Machine [3]. With the increase in the quantity of docu-
ments and publications in web archives, there is a need to automate
the process of identifying the documents that belong to a particular
collection [12]. For example, the Library of Congress Web Archiv-
ing holdings contains 42,188,995 unique PDF documents in its col-
lections [27]. The documents that belong to a particular collection
might be as small as 1% of this archive which is 0.4 million.

A practical example of this type of collection building from web
archives can be seen in the web archives collected as part of the
Texas Records and Information Locator (TRAIL) which was de-
veloped to provide access to Texas state government documents
and electronic publications that have been made available to the
public through the Internet by or on behalf of a state agency [14].
Currently the TRAIL program uses the web archiving services pro-
vided by Archive-It ! to collect and provide access to these archived
resources. Over time the publications and government documents
in this web archive could be identified and then described with

ITRAIL - https://www.archive-it.org/collections/414
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item-level bibliographic metadata as part of a digital library collec-
tion such as the Texas State Publications collection ? in The Portal
to Texas History >operated by the University of North Texas.

To search and annotate the documents that are in-scope of a
collection is often tedious, time-consuming, and expensive. In this
paper, we have experimented to know how Large Language Mod-
els (LLMs) can categorize specialized documents from a collection
of documents extracted from web archives. Large Language Mod-
els, as a consequence of a large number of parameters, have been
shown to exhibit strong language understanding and generation
capabilities. In addition to these, Large language models exhibit
emergent capabilities, such as in-context learning, allowing them
to perform downstream tasks through mere text-based instruction
without explicit fine-tuning [5].

Our work focuses on using this in-context learning capability of
LLMs to categorize the specialized documents from web archives
through different prompting techniques. We hypothesize that metic-
ulously crafted prompts incorporating sufficient contextual infor-
mation can obviate the necessity for fine-tuning, as traditional fine-
tuning methods are data-hungry and demonstrate diminishing per-
formance with increased context length [8]. Specifically, we try to
leverage the few shot-prompting and Chain-of-thought prompting
[38] techniques that help LLMs with more information on under-
standing how to better categorize the documents. These methods
employ a small set of exemplar documents to illustrate the task
to the LLM, enabling it to comprehend the objective and gener-
ate appropriate outputs for the subsequent document. Leveraging
the emergent capabilities of LLMs has the potential to mitigate
the need for extensive datasets, as these models can often adapt
to tasks without explicit fine-tuning [5]. To empirically assess this
hypothesis, we compare the performance of LLMs utilizing their
inherent abilities with supervised learning approaches such as fine-
tuning BERT and RoBERTa that rely on relatively larger datasets.

Our contributions are as follows: 1) Our research extends the
work of [28] by introducing a novel web archive dataset compiled
from Michigan state publications. This dataset complements the ex-
isting collections curated from scholarly repositories like UNT.edu
and government websites like Texas.gov. This dataset is made avail-
able for further research in this area?. 2) We conduct a comparative
analysis of Zero-shot, One-shot, and Chain-of-thought prompting
methodologies to determine the most effective approach for elicit-
ing desired outputs from the language model. The performance of
these prompting techniques is subsequently compared to a super-
vised learning baseline. 3) We investigated the correlation between
document length and model performance. 4) We examine the ro-
bustness of One-shot and Chain-of-thought prompting by assess-
ing model performance under varying exemplar sets. 5) We exam-
ine the impact of increasing the number of exemplars on model per-
formance by comparing One-shot, Two-shot, and Five-shot prompt-
ing techniques.

2Texas State Publications - https://texashistory.unt.edu/explore/collections/TXPUB/
3The Portal to Texas History - https://texashistory.unt.edu
“https://www.cs.uic.edu/~cornelia/datasets/web, rchivegata
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2  RELATED WORK

This section provides an overview of previous research on auto-
mated specialized document collection from web archives. Addi-
tionally, we examine relevant studies exploring the application of
language models and prompting techniques used in LLMs.

Web archiving: The methods and approaches behind web archiv-
ing have been studied widely by people in library sciences [20].
Ntoulas et al. [24] observed that more than 80% of the web pages
get updated or removed after 1 year which makes it essential to per-
form web archiving. However, as the quantity of web-archived doc-
uments keeps growing [11] it becomes challenging to filter the de-
sired webpages. This filtering process can be automated using text
classification techniques. Traditional text classification techniques
such as Support Vector Machine [16] and Naive Bayes Multino-
mial [21] methods require specific extracted features such as Bag
of words (BoW) or tf-idf [7, 33] for training a classification model.
[4, 13] proposed language modeling with neural networks which
reduced the need for feature engineering techniques. Kalchbren-
ner et al. [17] introduced a deep learning model with multiple con-
volutional layers that used random vectors for word embeddings.
Zhang and Wallace [40] uses a single layer at the beginning of a
convolutional neural network model to convert the token to word
embeddings. For identifying the scope of a document from a web
archive, several papers have tried traditional machine learning and
deep learning models for text classification.

Ayala and Caragea [2] uses traditional feature extraction tech-
niques such as BoW and tf-idf features and machine-learning tech-
niques such as support vector and naive Bayes model to identify
research articles that are related to the topic of Web Archiving from
a collection of documents obtained by crawling the Web. Caragea
et al. [6] introduces structural features, which help in identifying
the document type and scope of the document. Patel et al. and Patel
et al. [28, 29] discusses feature extraction with traditional machine
learning models and compares it to deep learning techniques with
structural features for identifying the documents in the scope of
three repositories namely texas.gov, usda.gov, and unt.edu.

Language Models: Vaswani et al. [36] developed a transformer
architecture that was used for machine translation tasks. The trans-
former architecture was used to build complex language models
which were used for natural language understanding such as clas-
sification tasks and natural language generation such as machine
translation. These models were called Transformer based pretrained
language models (PLM). PLMs are further divided into 3 types of
architecture [22]; Encoder-only models, decoder-only models and
encoder-decoder models. Encoder-only models include the Masked
language models (MLM) such as BERT [10], RoBERTa [19]. These
language models are used for downstream tasks such as classifica-
tion, question-answering, etc. Decoder-only models include Causal
language models (CLMs) such as GPT [30], GPT-2 [31]. These mod-
els due to their causal nature are widely used for Natural language
generation tasks such as machine translation and paraphrase gen-
eration. Encoder-decoder models have an encoder to encode the
input representation and a decoder to generate causal text. Models
such as T5 [32] and BART [18]. In addition to text-to-text genera-
tion tasks, they are used for other tasks such as image captioning,
speech-to-text, etc.


https://texashistory.unt.edu/explore/collections/TXPUB/
https://texashistory.unt.edu
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Prompts without context

(a. Zero-shot prompting without context:
Identify if the following document is in scope of UNT Scholarly PDF repository or not. Answer 'True’ if it belongs and °'False’ if it does
not belong. Answer in just one word “True’ or ’False’

Document : (Document)

Answer :
N\

(b. One-shot prompting without context:

complete the following prompt by answering ’In scope:’ for the given above Document:” Answer 'True’ if it is in scope of UNT repository
else answer ‘False’ Here are few examples:

Document : ABSTRACT Cost/Benefit Analysis and Ad Valorem Tax Benefits of Oil and Gas Drilling in the DFW Barnett Shale of Urban
and Suburban North Texas John S. Baen Ph.D., University of North Texas. Key words/concepts: oil and gas valuation methods, need for
education by real estate related professionals, planners and city administrators, city drilling ordinances, land-use efficiencies. This is a draft.

In scope : True

Document : Embedded Systems Design CSCE 3612, Section 001 and 002 Spring 2016 Class Timings: Tuesday and Thursday, 11:30 AM 12:50
PM, NTDP B142 Instructor: Robin Pottathuparambil Office Hours: Tuesday and Thursday 5:00 PM 6:00 PM or by appointment Instructional

Assistant: Evan Rodrigues
In scope: False

Document : | (Document)

In scope :
. J

Prompts with context

(c. Zero-shot prompting with context:

"UNT Scholarly Works is a special collection of items contributed by the UNT Community and hosted in the UNT Digital Li-
brary. This collection brings together articles, papers, presentations, books, chapters, reviews, academic posters, artwork, and other
scholarly and creative works and makes them readily accessible to showcase UNT’s research and creative achievements to a worldwide
audience. The UNT Scholarly Works collection also serves as the open access repository for UNT.”

From the description above, .Identify if the following document is in scope of UNT Scholarly PDF repository or not. Answer “True’ if it be-
longs and ’False’ if it does not belong. Answer in just one word "True’ or ’False’

Document : (Document)

Answer :
- J

Figure 1: a. Zero-shot without context b. One-shot without context c. Zero-shot with context

LLMs: Large Language Models (LLMs) are transformer based
PLMs with more than tens to hundreds of billions of parameters.
LLMs when given optimal prompts have been shown to perform
well on all NLP downstream tasks thus reducing the need to rely
on the models trained from scratch for specific tasks. LLMs such
as ChatGPT [25], Gemini [34] have been commercialized in recent
times. These commercial models have been aligned to human pref-
erences by using Reinforcement Learning with Human Feedback

[26] that improves the emergent abilities of the model. Causal lan-
guage models such as GPT and GPT-2 have demonstrated profi-
ciency in language understanding and generation. However, GPT-
3 has exhibited novel capabilities through in-context learning, sur-
passing the capabilities of its predecessors. Brown et al. [5] showed
that through in-context learning where the model is capable of clas-
sifying documents based on the examples provided in the prompts,
GPT-3 performed better than GPT and GPT-2. Moreover, they have
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(d. One-shot prompting with context:

"UNT Scholarly Works is a special collection of items contributed by the UNT Community and hosted in the UNT Digital Li-
brary. This collection brings together articles, papers, presentations, books, chapters, reviews, academic posters, artwork, and other
scholarly and creative works and makes them readily accessible to showcase UNT’s research and creative achievements to a worldwide
audience. The UNT Scholarly Works collection also serves as the open access repository for UNT.”

Based on the context above, complete the following prompt by answering ’In scope:’ for the given above ‘Document:’ Answer 'True’ if it is
in scope of UNT repository else answer ’False’ Here are few examples:

Document : ABSTRACT Cost/Benefit Analysis and Ad Valorem Tax Benefits of Oil and Gas Drilling in the DFW Barnett Shale of Urban
and Suburban North Texas John S. Baen Ph.D., University of North Texas. Key words/concepts: oil and gas valuation methods, need for
education by real estate related professionals, planners and city administrators, city drilling ordinances, land-use efficiencies. This is a draft.

In scope : True

Document : Embedded Systems Design CSCE 3612, Section 001 and 002 Spring 2016 Class Timings: Tuesday and Thursday, 11:30 AM 12:50
PM, NTDP B142 Instructor: Robin Pottathuparambil Office Hours: Tuesday and Thursday 5:00 PM 6:00 PM or by appointment Instructional
Assistant: Evan Rodrigues
In scope: False

Document : | (Document)

In scope :
- J

Chain of Thoughts

~

(e. Chain-of-thoughts prompting:
Complete the following prompt by answering ’In scope:’ for the given above 'Document:” Answer "True’ if it is in scope of UNT repository else
answer 'False’ Here are few examples:

Document : ABSTRACT Cost/Benefit Analysis and Ad Valorem Tax Benefits of Oil and Gas Drilling in the DFW Barnett Shale of Urban and
Suburban North Texas John S. Baen Ph.D., University of North Texas. Key words/concepts: oil and gas valuation methods, need for education
by real estate related professionals, planners and city administrators, city drilling ordinances, land-use efficiencies. This is a draft.

In scope : This is a manuscript which is among either articles, papers, presentations, books, chapters, reviews, academic posters, artwork,
or other scholarly and creative works submitted to UNT. So this document is True

Document : Embedded Systems Design CSCE 3612, Section 001 and 002 Spring 2016 Class Timings: Tuesday and Thursday, 11:30 AM 12:50
PM, NTDP B142 Instructor: Robin Pottathuparambil Office Hours: Tuesday and Thursday 5:00 PM 6:00 PM or by appointment Instructional
Assistant: Evan Rodrigues

In scope : This is just a course outline. This document does not belong to articles, papers, presentations, books, chapters, reviews, academic
posters, artwork, or other scholarly and creative works submitted to UNT. Hence this document is False

Document : (Document)

In scope :
N J
Figure 2: d.One-shot prompting with context e. Chain of thoughts prompting
surpassed the performance of some supervised, fine-tuned mod- 3 METHODS
els on specific tasks. These breakthroughs catalyzed the develop- 31 LLMs

ment of numerous subsequent large language models such as Mis-
tral [15], phi3 [1], Llama [35], PaLM [9], etc which demonstrated
unique capabilities. Subsequent research introduced advanced prompt-
ing techniques such as Chain-of-Thought (CoT) [38], Tree-of-Thoughts
(ToT) [39], and Self-consistency [37], which significantly enhanced
the reasoning capabilities of LLMs.

In this work, We have used Llama2, Phi3, Mistral and Gemini
as Language models and prompting techniques such as Zero-shot
prompting, One-shot prompting and Chain-of-thought prompting.

We experiment with 4 LLM models namely Llamaz2, Phi3, Mistral,
and Gemini.

3.1.1 Llama2. Llama 2 [35] is a family of transformer-based au-
toregressive large language models developed by Meta Al in 2023,
which serves as the successor to the original Llama model. Detailed
in the Llama 2 [35] research paper, these models were trained on
2 trillion tokens and are available in a scale ranging from 7 billion
to 70 billion parameters. Notably, Llama 2 offers a context length
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of 4096 tokens, which is double that of its predecessor, Llama 1.
Additionally, the Llama 2 chat models were fine-tuned using re-
inforcement learning from human feedback, enhancing their con-
versational capabilities. For Llama model, we have used the chat
models of Llama2-7B®> model. We use the chat models since this
model have been finetuned using Reinforcement learning with hu-
man feedback (RLHF).

3.1.2  Mistral. Mistral [15] is a prominent large language model in-
troduced by Mistral Alin October 2023.1t is a decoder-based model,
mirroring the structure of the decoder block in the transformer ar-
chitecture. According to the original Mistral research, the model
supports a context length of 8192 tokens and is available with 7 bil-
lion parameters. Additionally, the Mistral attention block features
32 distinct heads, enhancing its capability to process and gener-
ate text. This design emphasizes efficiency and scalability, making
Mistral a significant advancement in the field of natural language
processing. For Mistral, we have used the Mistral-7B-Instruct-v0.1°.
we also set the temperature value to 0.0001.

3.1.3  Phi3. Phi 3 [1] is a transformer-based model developed by
the Microsoft Research team with a next-word prediction objective.
These models are available in 2 different modes which are phi-3(7B
parameters) small model and phi-3 medium model (14 B parame-
ters). According to their research, Phi 3 small was trained on 3.3
trillion tokens and Phi 3 medium was trained on 4.8 trillion tokens.
Notably, this model has not been aligned through reinforcement
learning from human feedback nor has it undergone instruction
fine-tuning, setting it apart from other models that often incorpo-
rate these additional training steps. We use the Phi3 mini version
model with 128k context length’.

3.1.4 Gemini. Gemini [34] is a multimodal language model devel-
oped by Google Al in 2024. This model is available in three distinct
versions: Ultra, Pro, and Nano. Gemini supports a context window
of up to 128,000 tokens, making it highly versatile for extended
inputs. Built on a combination of Transformers and Mixture of
Experts (MoE) architecture, Gemini exemplifies advanced design
principles in Al. As a multimodal language model, it can process
a variety of inputs, including text, video, and code, showcasing its
broad applicability across different domains and tasks.

3.2 Prompting methods

In this paper, we use three types of prompts namely, Zero-shot
prompting, one-shot prompting and Chain-of-thoughts prompting.
Figures 1 and 2 contains examples for each prompts for UNT.edu
dataset.

3.2.1 Zero-shot prompting. [5]:In this method, LLMs are tasked
with completing a given objective solely based on a textual prompt,
without the benefit of illustrative examples or demonstrations.
Zero-shot prompting without task description: In this method,
the language model is instructed to perform a task without any
description of the dataset. For this task, we need to instruct the

SLlama-7B - https://huggingface.co/meta-llama/Llama- 2-7b-chat-hf
Mistral-7B - https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.1
7Phi3-https://huggingface.co/microsoft/Phi- 3-mini- 128k-instruct
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LLM to classify if the particular document comes in the scope of a
repository or not.

For this type of prompt, we instruct the LLMs to identify if the
particular document is in the scope of UNT.edu, michigan.gov, or
texas.gov and answer “True’ if it is in scope and 'False’ if it is out-
of-scope.

Zero-shot prompting with task description: In this method, we
instruct the LLM to classify if the particular document comes in
the scope of the UNT scholarly repository or not along with some
description about the repository.

We include a context about the dataset along with the instruc-
tions. For UNT.edu we include the definition "UNT Scholarly Works
is an institutional repository of items contributed by the UNT Com-
munity and hosted in the UNT Digital Library. This collection brings
together articles, papers, presentations, books, chapters, reviews, aca-
demic posters, artwork, and other scholarly and creative works and
makes them readily accessible to showcase UNT’s research and cre-
ative achievements to a worldwide audience. The UNT Scholarly Works
collection also serves as the open access repository for UNT”.

For texas.gov the context about the Texas state publications is
given as “The Texas State Publications collection is composed on doc-
uments published by state agencies in Texas. This collection includes
annual reports, research reports, white papers, newsletters, brochures,
and budgets. It does not include blank forms, announcements, appli-
cations, receipts and most financial records, personal records, or FOIA
requests. The audience for the Texas State Publications collection is
the public with the goal of providing these documents to the public
for research, education, or general scholarship.”

The context about michigan.gov is given as “This collection con-
tains a variety of public and/or published information from the ex-
ecutive, judicial and legislative branches of Michigan state govern-
ment, excluding those materials defined in the other collections on
this site. In general, this collection contains documents that convey
information on agricultural, educational, historical, social, economic,
political, environmental, judicial, cultural and health related topics
specific to Michigan. ”

3.2.2  One-shot prompting. [5]: In this approach, the prompt in-
cludes a representative example for each relevant class, providing
contextual information to guide the model’s response.

One-shot prompting without task description: In this method,
the LLM is only given examples with labels along with the docu-
ment for which the scope (label) needs to be identified.

In one-shot prompting, we include one example per class and
label each example. For UNT.edu we include a positive example
"ABSTRACT Cost/Benefit Analysis and Ad Valorem Tax Benefits of
Oil and Gas Drilling in the DFW Barnett Shale of Urban and Sub-
urban North Texas John S. Baen Ph.D., University of North Texas.
Key words/concepts: oil and gas valuation methods, need for educa-
tion by real estate related professionals, planners and city adminis-
trators, city drilling ordinances, land-use efficiencies. This is a draft.”
and a negative example "Embedded Systems Design CSCE 3612, Sec-
tion 001 and 002 Spring 2016 Class Timings: Tues- day and Thursday,
11:30 AM 12:50 PM, NTDP B142 Instructor: Robin Pottathuparambil
Office Hours: Tuesday and Thursday 5:00 PM 6:00 PM or by appoint-
ment Instructional Assistant: Evan Rodrigues” and provide the labels
as “True’ or "False’ below each example.
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For michigan.gov we include the positive example "PURCHASE
OF FISH BY STATE AGENCIES AND LOCAL UNITS OF GOVERN-
MENT Act 183 of 1987 AN ACT to regulate the purchase of or con-
tracting for the purchase of certain fish products by state agencies and
certain local units of government .” and a negative example "SAM-
PLE - WIDA Paper Screener Order Form This order form is for the
WIDA Paper Screener only . To submit order , complete order form
and email to Jennifer Paul at paulj @ michigan.gov Your school will
not receive an invoice for this order. The invoice will be sent to the
Michigan Department of Education . Ship to Organization : School
of Michigan Street Address : 1000 Michigan St. City : City of Michi-
gan State : Michigan ZIP : 48909 Contact Name : Iwanna Screener
E-mail : iwannascreener @ michigan.gov Phone : 517-000-000 KITS
QUANTITY PRICE PER UNIT SUBTOTAL.”.

For texas.gov we include the positive example “The Value of Dis-
tributed Photovoltaics to Austin Energy and the City of Austin This
report was prepared as part of a response to SOLICITATION NUM-
BER: SL04300013 Study to Determine Value of Solar Electric Genera-
tion To Austin Energy Prepared for: Austin Energy Prepared by: Clean
Power Research, L.L.C. Thomas E. Hoff Richard Perez Gerry Braun
Michael Kuhn Benjamin Norris Final Report March 17, 2006 Exec-
utive Summary” and a negative example "LEGISLATIVE BUDGET
BOARD Austin, Texas FISCAL NOTE, 80TH LEGISLATIVE REGULAR
SESSION May 4, 2007 TO: Honorable John Whitmire, Chair, Senate
Committee on Criminal Justice FROM: John S. O’Brien, Director, Leg-
islative Budget Board IN RE: HB44 by Hodge (Relating to the restora-
tion of good conduct time forfeited during a term of imprisonment.),
As Engrossed No significant fiscal implication to the State is antici-
pated.”.

One-shot prompting with task description: In this method, the
LLM is given examples along with a description of the task used
in Zero-shot prompting to give more context to the model for pre-
dicting the scope of the given document. Here we use the same
prompt that was used for One-shot without task description but
include the description used in Zero-shot with context above the
example set. Refer figure 2 for exact prompt format.

3.2.3 Chain-of-thought. [38]: Chain-of-thought (CoT) is a prompt-
ing technique that enhances LLMs’ complex reasoning abilities by
augmenting few-shot prompts with explicit explanations for each
example document’s classification. In this work, we incorporate
document type as a rationale for classification, enabling the LLM
to explicitly elicit the scope of the target document.

We used the same examples used in One-shot prompting. We
ignore the context in this prompt as the rationale used under the
documents includes the context of the dataset. However, we in-
cluded an explanation under the examples along with labels. Since
the LLMs are good at identifying the document type we give the
document type as a reason for a document to be in-scope or out-
of-scope of a repository.

For UNT.edu we give explanations as “This is a manuscript which
is among either articles, papers, presentations, books, chapters, re-
views, academic posters, artwork, or other scholarly and creative works
submitted to UNT. So this document is True” and “This is just a course
outline. This document does not belong to articles, papers, presenta-
tions, books, chapters, reviews, academic posters, artwork, or other
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scholarly and creative works submitted to UNT. Hence this document
is False”.

For michigan.edu we include explanations such as “This docu-
ment is an order form which is among Forms, Announcements, Appli-
cations, Receipts and most financial records, Personnel records, Travel
vouchers, FOIA request documentation RFP documentation, project
documentation, Webpages with title or subject designations that con-
tain only generalized text and links to related resources but no iden-
tifiable ‘documents’. Hence answer is 'False’” and “This is a statute
draft state government document enacted by michigan government
which is NOT among Forms, Announcements, Applications, Receipts
and most financial records, Personnel records, Travel vouchers, FOIA
request documentation RFP documentation, project documentation,
Webpages with title or subject designations that contain only general-
ized text and links to related resources but no identifiable ‘documents’.
Hence answer is "True’”

For texas.gov we include explanations such as "This document
is a report on solar power produced by the State of Texas, which is
among collection that includes annual reports, research reports, white
papers, newsletters, brochures. Hence answer is "True’” and “This doc-
ument is about a budget session (not a report but financial record)
which is NOT among annual reports, research reports, white papers,
newsletters, brochures. Hence answer is 'False’”

All the explanations given above are to the documents used in
the One-shot prompting discussed above.

4 DATASET AND EXPERIMENTS

We experiment with 4 types of prompts on all 4 LLMs. The experi-
ments were conducted on 3 different datasets.

4.1 Dataset

In this paper, we have used three scholarly datasets namely unt.edu,
texas.gov and michigan.gov. We check the performance of models
on these datasets to find the best model for data-scarce setting.
UNT.edu: The first dataset was built from a web archive contain-
ing scholarly works from the University of North Texas (unt.edu).
This archive was captured in May 2017, during a bi-yearly crawl of
the university’s website by the UNT Libraries. The archive contains
92,327 PDFs, representing only 3% of the total 3,141,886 URIs (web
addresses). To assess the archive’s relevance for a specific repos-
itory, researchers sampled 2,000 documents. They found that 445
(22%) were relevant, while the remaining 1,555 (78%) were not.
Michigan.gov: This dataset was created from web archives col-
lected by the Library of Michigan using the Archive-It service avail-
able from the Internet Archive. This collection of websites has been
collected since 2006 & The dataset was crawled between 2010 and
2023 and was generated from PDF files extracted from WARC files
that were downloaded from the Archive-It collection. A total of
31,102,008 URLs are present in the entire web archive with PDF
content (identified as URIs with an MIMETYPE of application/pdf)
representing 808,400 of those URLS. After removing duplicate, mal-
formed, or blank PDFs, a total of 77,747 documents were left. A ran-
dom selection of 2,000 documents were sampled for labeling, 1834
documents (92%) were identified as being of interest for the Michi-
gan State documents collection and 166 (8%) not being of interest.

8Michigan Government Web Collection - https://www.archive-it.org/collections/418
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UNT.edu Michigan.gov Texas.gov
Llama2-7B | ZS w/o TD 0.5238 | 0.3929 | 0.5221 | 0.3967 0.4846 | 0.3625
ZS with TD | 0.5595 | 0.4900 | 0.5050 | 0.3560 | 0.5352 | 0.4956
OS w/o TD | 0.4277 | 0.3865 | 0.5437 | 0.4465 0.5010 | 0.5004
OS with TD | 0.6488 | 0.6394 | 0.5485 | 0.5397 0.5465 | 0.5435
COT 0.7691 | 0.7480 | 0.6125 | 0.6034 | 0.6762 | 0.6588
Mistral-7B | ZS w/o TD 0.6488 | 0.6328 | 0.5050 | 0.37615 | 0.5469 | 0.5391
ZS with TD | 0.6845 | 0.6773 | 0.5252 | 0.4481 | 0.5641 | 0.5531
OSw/oTD | 0.5398 | 0.4032 | 0.4314 | 0.3466 | 0.5041 | 0.4563
OS with TD | 0.5535 | 0.2574 | 0.5050 | 0.3444 0.5762 | 0.5706
COT 0.7763 | 0.7738 | 0.5101 | 0.3994 0.6364 | 0.6278
Phi3 ZSw/oTD | 0.6011 | 0.6000 | 0.5027 | 0.4390 | 0.4966 | 0.4834
ZS with TD | 0.6795 | 0.6706 | 0.6261 | 0.6153 | 0.5566 | 0.5221
OSw/oTD | 0.4969 | 0.4629 | 0.5756 | 0.5411 0.5042 | 0.5031
OS with TD | 0.6130 | 0.6129 | 0.5477 | 0.5066 | 0.4962 | 0.4731
COT 0.7857 | 0.7846 | 0.5625 | 0.5607 0.606 0.604
Gemini ZS w/o TD 0.8630 | 0.8628 | 0.5757 | 0.5024 0.4866 | 0.4451
ZS with TD | 0.7857 | 0.7854 | 0.6717 | 0.6521 0.6448 | 0.6404
OS w/o TD | 0.5059 | 0.3563 | 0.6363 | 0.6278 0.5476 | 0.5431
OS with TD | 0.7619 | 0.7529 | 0.6919 | 0.6819 | 0.6657 | 0.6556
COT 0.8928 | 0.8809 | 0.6464 | 0.6420 | 0.7364 | 0.7321
BERT supervised | 0.8511 | 0.8511 | 0.7121 | 0.7094 0.7720 | 0.7709
RoBERTa supervised | 0.8690 | 0.8609 | 0.7423 | 0.7401 | 0.8204 | 0.8200

Table 1: Performance of LLMs with Zero-shot without task description (ZS w/o TD), Zero-shot with task description (ZS with TD),
One-shot without task description (OS w/o TD), One-shot without task description (OS with TD), Chain-of-Thought (CoT) prompts for
all datasets. These results are compared with BERT and RoBERTa fine-tuned with 50 examples per class.

Texas.gov: This dataset was built from a web archive of the
Texas government websites crawled between 2002 and 2011 which
is stored by the UNT digital library. It contains 1,752,366 PDFs, rep-
resenting 6.7% of the total 26,305,347 web addresses (URIs). Out of
a 2,000-document sample, only 136 (7%) were relevant for a partic-
ular repository.

4.2 Test data

Since the scope of this paper is to use only prompts and not to
finetune the model, we do not require any training data. However,
for the sake of One-shot prompting and Chain-of-thought prompts
which require one example from each class, we randomly select
one example from the training data for each dataset. We have 168
samples from the UNT.edu dataset, 198 samples from the Michi-
gan.gov dataset, and 250 samples from the texas.gov dataset where
all these samples are balanced between both classes.

4.3 Experimental setup

We evaluate the performance of models when used with different
prompts mentioned in section 3.2. We use the first 100 tokens to
evaluate the models. We conduct a comparative analysis of our
proposed methods against supervised learning baselines employ-
ing fine-tuned BERT and RoBERTa models. Moreover, To assess
the impact of document length on model performance, we evalu-
ated the models using two approaches: the first X words and the
first X plus last X words, employing Chain-of-thought prompting,
where X € {100, 300, 500, 700, 900}. The main reason for choosing

X in those subsets is that we know most of the keywords that are
useful for classification fall under these ranges [28] and the reason
for choosing a Chain-of-thoughts is that it gives us higher perfor-
mance than other prompts. The results presented in Figures 3, 4,
and 5 indicate that performance varies depending on the specific
model and dataset utilized.

Furthermore, to assess model sensitivity to prompt variations,
evaluations were conducted using prompts containing three dis-
tinct sets of examples. Given the established effectiveness of "Chain-
of-thought” and "One-shot prompting with context,” these two prompt-
ing methods were chosen for the evaluation. Once again, only the
initial 100 tokens of each document were utilized.

To investigate the influence of increasing exemplar quantity on
Chain-of-Thought prompting, we compare One-shot, Two-shot, and
Five-shot CoT methods. The performance of these approaches is
evaluated against supervised learning baselines. Given its superior
performance on other tasks, we employ the Gemini model for our
experiments.

5 RESULTS AND ANALYSIS

In this section, we first compare the performance of all models
on different types of prompts. Then, we analyze the performance
of Chain-of-Thoughts prompts on all models with different docu-
ment lengths. Finally, we analyze how Chain-of-Thoughts prompt-
ing performs when the example documents in the prompts are
changed.
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Figure 3: Performance of models using first X words and first and last X words on UNT.edu dataset on Llama, Mistral, Phi3, Gemini
(Left to right)
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Figure 4: Performance of models using first X words and first and last X words on Michigan.gov dataset on Llama, Mistral, Phi3, Gemini
(Left to right)
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Figure 5: Performance of models using first X words and first and last X words on texas.gov dataset on Llama, Mistral, Phi3, Gemini
(Left to right)

Based on the results presented in Table 1 across three distinct 5.1 Analysis of prompts
datasets, we conclude that employing Chain-of-thought prompts The performance of the models on different types of prompts can
significantly enhances the performance of large language models be seen in Table 1. Based on the table we provide the following
(LLMs) in low-resource settings. Furthermore, our experiments in- analysis.

dicate that the Gemini model consistently outperforms all other
models tested in the context of document classification. For exam-
ple, in all three datasets, it is evident that the Chain-of-thought
prompts yield the highest accuracy and F1-scores (except for Phi3
and Mistral model on michigan dataset which could be due to the
nature of dataset) compared to other prompting methods for ev-
ery model. When comparing results model-wise, the Gemini model
yields 89%, 69%, and 73% accuracy on the UNT.edu, Michigan.gov,
and Texas.gov datasets, respectively, which is significantly higher
than any other model. These results allow us to develop further
conclusions, which are stated below:

5.1.1 Adding task description improves performance. : Our primary
objective was to leverage the ability of large language models (LLMs)
to classify documents in low-resource settings. When using Zero-
shot prompting, the models were able to classify some documents,
although with low accuracy across all datasets, except the Gemini
model on the UNT.edu dataset. This exception might be attributed
to the specific characteristics of the dataset or the training data of
the Gemini model. Generally low accuracy in Zero-shot prompt-
ing can be attributed to the difficulty LLMs face in converging to
a single domain without explicit instructions, due to their training
across multiple domains. However, when additional context, such
as task descriptions, was provided for Zero-shot learning, a slight
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Example-1 Example - 2 Example - 3 Sensitivity of F1
Acc F1 Acc F1 Acc F1 Mean | s.d.
UNT.edu Gemini One shot | 0.8273 | 0.8234 | 0.5476 | 0.5174 | 0.6071 | 0.5655 | 0.6593 0.0090
COT 0.8928 | 0.8923 | 0.8809 | 0.8795 | 0.7797 | 0.7796 | 0.6874 0.0522
Llama - 7B | One shot | 0.6488 | 0.6394 | 0.5670 | 0.5246 | 0.5644 | 0.5334 | 0.4533 0.0757
COT 0.7690 | 0.7480 | 0.7086 | 0.7016 | 0.6582 | 0.6501 | 0.5363 0.1090
Michigan.gov | Gemini One shot | 0.6919 | 0.6819 | 0.6060 | 0.6027 | 0.6978 | 0.6777 | 0.6541 0.0446
COT 0.6464 | 0.6420 | 0.5757 | 0.5468 | 0.7070 | 0.7065 | 0.6318 0.0803
Llama - 7B | One shot | 0.5400 | 0.5300 | 0.4947 | 0.4681 | 0.4734 | 0.3997 | 0.4659 0.0652
COT 0.6125 | 0.6034 | 0.6721 | 0.6709 | 0.5839 | 0.5717 | 0.6153 0.0507
Texas.gov Gemini One shot | 0.6600 | 0.6500 | 0.6600 | 0.6600 | 0.6700 | 0.6680 | 0.6354 0.1646
COT 0.7360 | 0.7321 | 0.7000 | 0.7000 | 0.6300 | 0.6300 | 0.8505 0.0617
Llama - 7B | One shot | 0.5400 | 0.5400 | 0.4800 | 0.4000 | 0.5400 | 0.4200 | 0.5658 0.0639
COT 0.6762 | 0.6588 | 0.5300 | 0.5000 | 0.5000 | 0.4500 | 0.6999 0.0490

Table 2: Performance of Llama2 and Gemini models on each dataset by changing the examples in One-shot with context and Chain-of-
thoughts prompts. The relative standard deviation of accuracy and F1-score for each set of examples to a model for a dataset is given
last column. NOTE: The Example-1 column takes values from table 1

UNT.edu Michigan.gov Texas.gov
One-shot CoT | 0.8928 | 0.8809 | 0.6464 | 0.6420 | 0.736 0.7321
Two-shot CoT | 0.8383 | 0.8383 | 0.7121 | 0.7120 | 0.652 0.6495
Five-shot CoT | 0.9285 | 0.9284 | 0.7323 | 0.7264 | 0.7840 | 0.7816
BERT 0.8511 | 0.8511 | 0.7121 | 0.7094 | 0.7720 | 0.7709
RoBERTa 0.8690 | 0.8609 | 0.7423 | 0.7401 | 0.8204 | 0.8200

Table 3: Comparative analysis of LLM performance when prompted with K examples versus supervised learning approaches.

increase in classification performance was observed. The most sig-
nificant improvements in F1- scores were 25.6% on UNT.edu with
Llama 2, 41.1% on Michigan.gov with Phi 3, and 45.4% on Texas.gov
with Gemini.

When performing One-shot learning to evaluate the classifica-
tion ability of LLMs, we observed an overall slight decrease in
performance. This decrease could be attributed to the lack of con-
text for the repositories, as a divergent example in the repository
might mislead the models during convergence. To address these
challenges, it is beneficial to include additional context for One-
shot prompting. Upon doing so, we observed a slight increase in
performance for most models across all three datasets.

The main disadvantage of One-shot learning with context prompts
is that we only provide binary labels (true/false or in-scope/out-of-
scope) for the examples without indicating the rationale behind
these labels. This lack of explanation can confuse the models, sim-
ilar to how humans sometimes struggle with document classifi-
cation based solely on a collection description. However, when
we provide additional explanation for the answers (i.e., Chain-of-
thought prompting), we observe a significant increase in model
performance across all three datasets, except the Phi 3 and Mistral
models on the Michigan dataset. This performance improvement
is likely due to the further explanation, which helps the models
converge towards a specific domain.

Overall we observe that providing more context about the task
description helps the models increase their classification ability.

5.1.2  Document type identification. : Among all the prompts, Chain-
of-Thoughts prompting has been shown to perform well in most
cases. Apart from adding context, document type determines if the
current document is in-scope or out-of-scope of a collection. So,
including the document type as a reason in prompts improves the
performance. The positive impact of structural features on docu-
ment type classification, as highlighted by [28], is evident in our
results.

5.2 Analysis on Length of the documents

To understand the effect of the length of a document on the perfor-
mance of the model, we evaluated models based on first X words
and first X and last X words with Chain-of-thoughts prompting.
The results in figures 3, 4, 5 show that the performance depends
on the model and dataset used.

In the UNT.edu dataset, the models Llama, Mistral, and Phi3
demonstrate superior performance when utilizing the first X words
compared to the combination of the first X and last X words. This
may suggest that these models benefit from using the initial key-
words or context for enhanced classification. Conversely, the Gem-
ini model performs better with the combination of the first and
last X words, indicating that it may leverage a broader context or
identify more relevant keywords within the last X words for classi-
fication. For the Michigan.gov dataset, the models Llama, Gemini,
and Phi3 also achieve higher accuracy with the first X words than
with the combination of the first X and last X words. This may
imply that these models effectively utilize the initial keywords for
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improved classification. In contrast, Mistral shows slightly better
performance with the combination of the first and last X words,
suggesting a potential convergence advantage in its classification
approach. In the Texas.edu dataset, Llama and Mistral again excel
with the first X words compared to the combination of the first
and last X words, indicating that these models may benefit from
the initial context for classification. However, the Gemini and Phi3
models perform better with the combination of the first and last X
words, likely due to their ability to leverage a more comprehen-
sive context or to identify keywords in the last X words. Overall,
we found that model performance is not solely dependent on docu-
ment length; rather, it varies across different contexts. For instance,
the Gemini model performs better with the combination of the first
X and last X words on the UNT.edu and Texas.gov datasets, but
this is not the case for Michigan.gov. This suggests that model per-
formance is influenced not only by document length but also by
the nature of the repository and the effectiveness of the context
provided, such as the presence of relevant keywords in either the
initial or final segments of the text.

5.3 Effect of change of examples in One-shot and
Chain-of-Thoughts

To understand the effect of change of examples in One-shot with
context and Chain-of-thoughts, we try evaluating by replacing cur-
rent examples with two more examples, for both positive and neg-
ative classes. To quantify this effect we compute the relative stan-
dard deviation in terms of percentage for F1-Score with all 3 exam-
ples.

From table 2 based on the standard deviation values, we ob-
served that UNT.edu dataset is very sensitive to the change of ex-
amples in comparison to other datasets.

5.4 Effect of increasing the number of examples in
CoT prompting

As demonstrated in Section 5.3, careful selection of exemplar docu-
ments is critical for effective prompting. To mitigate the challenge
of manual exemplar selection, we propose incorporating a set of
K examples for each class within the prompt. This approach in-
creases the possibility of including optimal exemplars and provides
the model with additional contextual information about the task.
As anticipated, expanding the number of exemplars enhanced the
model’s classification capabilities, as evidenced in Table 3. Notably,
the performance of our proposed method approaches that of fine-
tuned models.

6 CONCLUSION

Our work demonstrates the effectiveness of prompting techniques
for classifying documents within a collection’s scope, without model
fine-tuning. We found that ”"Chain-of-thoughts” prompting, incor-
porating document type as the rationale for belonging to a class,
consistently outperformed other methods. Additionally, including
context about in-scope documents within the prompts further im-
proved model performance. These findings suggest that carefully
crafted prompts can significantly enhance the ability of Large Lan-
guage Models (LLMs) to identify relevant documents. However,
our study also highlights the sensitivity of prompt performance to

Saran Pandian Pandi, Seoyeon Park, Praneeth Rikka, Cornelia Caragea, and Mark E. Phillips

specific example documents within One-shot and Chain-of-thoughts
prompts. This sensitivity suggests the importance of identifying
optimal example sets for each model and dataset, which presents a
promising avenue for future research. Future research could delve
deeper into prompting techniques that utilize library metadata and
expand experiments to web archives in multiple languages. Ad-
ditionally, exploring the application of these techniques to fine-
tuning and assessing their practical usability would be valuable.
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