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ABSTRACT
Online image sharing in social networking sites such as Facebook,
Flickr, and Instagram can lead to unwanted disclosure and privacy
violations, when privacy settings are used inappropriately. Despite
that social networking sites allow users to set their privacy pref-
erences, this can be cumbersome for the vast majority of users. In
this paper, we explore privacy prediction models for social media
that can automatically identify private (or sensitive) content from
images, before they are shared online, in order to help protect users’
privacy in social media. More precisely, we study “deep” visual
features that are extracted from various layers of a pre-trained deep
Convolutional Neural Network (CNN) as well as “deep” image tags
generated from the CNN. Experimental results on a Flickr dataset
of thousands of images show that the deep visual features and deep
image tags can successfully identify images’ private content and
substantially outperform previous models for this task.
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• Security and privacy → Social network security and pri-
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1 INTRODUCTION
The rapid increase in multi-media sharing through social network-
ing sites such as Facebook, Flickr, and Instagram can cause potential
threats to users’ privacy, when privacy settings are used inappro-
priately [1]. Many users quickly share private images about them-
selves, their family and friends, but they rarely change the default
privacy settings, which could jeopardize their privacy [22]. These
shared images can potentially reveal a user’s personal and social
habits. Furthermore, the smartphones facilitate the exchange of
information virtually at any time with people all around the world.
A study by the Pew Reserch center [10] of the social networking
sites users regret the posted content. Users’ privacy is recognized as

This paper is published under the Creative Commons Attribution 4.0 International
(CC BY 4.0) license. Authors reserve their rights to disseminate the work on their
personal and corporate Web sites with the appropriate attribution.
WWW ’18 Companion, April23–27, 2018, Lyon, France
© 2018 IW3C2 (International World Wide Web Conference Committee), published
under Creative Commons CC BY 4.0 License.
ACM ISBN 978-1-4503-5640-4/18/04.
https://doi.org/10.1145/3184558.3191572

(a) Private

(b) Public

Figure 1: Examples of private and public images.

a concern by social networking sites researchers as well. For exam-
ple, the Director of AI Research at Facebook, LeCun [8] urges the
development of a digital assistant, to warn people about sensitive
content while uploading embarrassing photos. Thus, in order to
avoid privacy violations and protect users’ shared content in social
media, it has become critical to develop automated privacy-aware
models that can accurately detect private (or sensitive) content
from images before they are shared online.

A naive rule-based classifier that classifies an image as private if
it contains people does not work well in a real-world scenario. For
example, Laxton et al. [7] described a “tele-duplication attack” that
allows an adversary to create a physical key duplicate simply from
an image. The rule-based model will fail to predict the image of a
key as consisting of private (or sensitive) content, which needs to
be protected. Figure 1 shows examples of images having private or
public content, from a publicly available dataset [22].

Prior works explored binary prediction models of image privacy
based on user tags and image content features such as SIFT (Scale
Invariant Feature Transform) and RGB (Red Green Blue) [17, 22].
Authors found that SIFT features and user tags are informative for
the task of classifying images as private or public. Yet, as images’
tags are at the sole discretion of users, they tend to be noisy and
incomplete [18]. Recently, due to the success of object recognition
from images using Convolutional Neural Networks (CNNs) [6],
researchers started to investigate privacy frameworks based on
CNNs [19]. However, automatically identifying private content is
inherently difficult because it requires an in-depth “understanding”
of the visual content of the image. Additionally, the task is very sub-
jective, depending on factors such as users’ personalities and their
privacy awareness. Recently, Zhong et al. [23] discussed challenges
faced by both generic and personalized models for image privacy
classification. Specifically, they highlight that generic privacy pat-
terns do not capture well an individual’s sharing behavior, whereas
personalized models generally require large amounts of user data
to learn reliable models, and are time and space consuming to train
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Figure 2: Deep features: CNN is used to extract deep visual features and deep image tags for input images.

and store models for each user. We recognize that progress should
be made on both directions to improve hybrid approaches of generic
and personalized models. Thus, in this paper, we aim at identifying
a set of generic privacy patterns, i.e., “deep” features that have the
highest discriminative power for privacy prediction.

Contributions.We present an analysis of various “deep” feature
representations for image privacy prediction (i.e., for predicting the
class of an image as private or public). Unlike previous works, we
explore features that can be directly obtained from a pre-trained
object CNN for privacy prediction. Specifically, we use deep feature
representations corresponding to the output of fully-connected
layers of a CNN, pre-trained on ImageNet [12], as well as the prob-
ability distribution over the object categories obtained from the last
layer of the network via softmax. Since the set of user tags may be
incomplete and noisy, unlike previous works, we leverage CNNs
for automatically generating “deep tags” that correspond to the
top-ranked probabilities obtained from the probability distribution
over the 1,000 object categories. These tags can also provide the
relevant cues for privacy-aware image retrieval [22].

We evaluate the performance of the “deep” features (extracted
from AlexNet [6]) on a subset of the PicAlert dataset of Flickr
images given by Zerr et al. [22], labeled as private or public. We
empirically show that learning models trained on deep features
for privacy prediction outperform strong baselines such as those
trained on hierarchical deep features, SIFT, GIST (global image
descriptors) and user tags. We also show that deep features pro-
vide improved performance for the private class as compared to
baseline approaches. Moreover, the results show that the deep tags
yield better performing models as compared to user tags and the
combination of deep and user tags outperforms both set of tags.

2 RELATEDWORK
Buschek et al. [2] presented an approach to assigning privacy to
shared images using metadata (location, time, shot details) and vi-
sual features (faces, colors, edges). Zerr et al. [22] proposed privacy-
aware image classification, and learned classifiers on Flickr photos.
Authors considered user-annotated tags and visual features such as
color histograms, faces, edge-direction coherence, and SIFT for the

privacy classification task and found that SIFT has a high discrim-
inative power for image privacy detection. Consistent with Zerr
et al. [22], Squicciarini et al. [17] also found that SIFT and user-
annotated tags work best for predicting privacy of users’ images.
Given the recent success of CNNs for various image-related tasks
[3, 5, 6, 13, 14], Tran et al. [19] investigated CNNs for privacy pre-
diction and showed improved performance compared with visual
features such as SIFT [9] and GIST [11] (this approach is one of our
strong baselines). Spyromitros-Xioufis et al. [15] explored features
extracted from CNNs to provide more accurate personalized pri-
vacy classification. Yu et al. [21] adopted CNNs to achieve semantic
image segmentation and also learned object-privacy relatedness to
identify sensitive objects.

3 IMAGE PRIVACY PREDICTION
The privacy of an image can be determined by the presence of one
or more objects described by the visual content and the description
associated with it in the form of tags.

Problem Statement: Given an image to be uploaded online, the
task is to classify it into one of the two classes: private or public,
i.e., consisting of private or public content, respectively.

Next, we describe the features used in the classification.
Feature Extraction: We extract “deep” features from images

using AlexNet CNN [6] pre-trained on the ILSVRC-2012 object clas-
sification subset of the ImageNet dataset [12]. AlexNet implements
an eight-layer feed-forward neural network in which first five lay-
ers consist of interleaved convolution and pooling layers, and top
three layers consist of fully-connected (FC) layers. The convolution
layers represent high-level features of images, whereas the FC lay-
ers give the non-linear combination of the features in the layers
below. A probability (prob) layer obtained by applying the softmax
function to the input from the previous FC layer, and finally the
output layer, which outputs the probabilities of the objects in the
input image. This is illustrated in Figure 2. The reason for using
features derived from a pre-trained network is that the sensitive
content is limited for model training and training or fine-tuning a
deep network requires a large amount of privacy data.

Deep Visual Features: We extracted deep visual features from
the FC layers, which are referred as FC6, FC7, and FC8, and from
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the “prob” layer (the cyan block in Figure 2). The dimensions of FC6,
FC7, and FC8 are 4096, 4096 and 1000, respectively. The “prob” layer
produces a probability distribution over c = 1000 object categories
for the input image using softmax function and can be defined as:
P(y = c |z) = exp(zk )∑

j exp(zj )
where, z is the output of the FC8 layer.

Deep ImageTags: It is interesting tomention that not all images
on social networking sites have tags or the set of tags is very sparse
[18]. Thus, we use an automatic annotation technique to derive
tags for images based on their visual content. For automatic image
annotation, we predict the top K object categories for an input
image x from the probability distribution extracted from the CNN.
we obtain deep tags such as “Maillot,” “Wig,” “Brassiere,” “Bra,”
“Miniskirt” for the picture in Figure 2 (note that only top K = 5
deep tags are obtained). However, important tags such as “people”
and “women" are not included. This is because the 1, 000 object
categories used for training do not contain these tags.

4 DATASET AND EVALUATION SETTINGS
We trained and evaluated models based on deep features on a subset
of 32, 000 Flickr images sampled from the PicAlert dataset, made
available by Zerr et al. [22]. PicAlert consists of Flickr images on
various subjects, which are manually labeled as private or public by
external viewers. In our experiments, the 32, 000 images are split
into Train and Test sets of 10, 000 and 22, 000 images, respectively.
We consider a higher number of test images (compared to Training
images) to evaluate the “deep” features on a large set of unseen
images for limited number of training images. Each experiment was
repeated five times with a different train/test split and the micro
averaged results are presented across these five runs. The public
and private images are in the ratio of 3:1 in both train and test.

Evaluation Setting. To evaluate the deep features, we used the
Support Vector Machine (SVM) classifier implemented in Weka and
chose the hyper-parameters that gave the best performance on the
Train set using 10-fold cross-validation (CV). We experimented
with C = {0.001, 0.01, 1.0, · · · , 10.0}, kernels: Polynomial and RBF,
the γ parameter in RBF, and the degree d of a polynomial. Hyper-
parameters shown in all result tables follow the format: “R/P,C,γ /d”
where “R” denotes “RBF” and “P” denotes “Polynomial.”

5 EXPERIMENTS AND RESULTS
We present the experimental evaluation of the deep features. We
compare the performance of the models trained on deep visual fea-
tures with the models trained on baseline visual features for privacy
prediction. Earlier user tags performed well for privacy prediction
[17, 22], and hence, we examine the quality of tag features using
both user annotated tags and automatically annotated (deep) tags.

5.1 Results for Deep Visual Features
Experimental design: We wish to identify the most promising
visual features from the set of deep features that have the highest
discriminative ability for privacy classes. To achieve this, we first
compare the deep visual features among each other. We then com-
pare the performance of models based on deep visual features with
several baselines that we described below.

Baselines. Tran et al. [19] proposed PCNH, a privacy CNN-based
framework, that combines features obtained from two architectures:

Features H-Param Acc % F1 Prec Re
#1 Deep visual features

FC6 R,1.0,0.05 85.49 0.844 0.847 0.855
FC7 R,2.0,0.01 85.83 0.851 0.851 0.858
FC8 R,1.0,0.05 85.80 0.851 0.851 0.858
Prob R,5.0,1.0 83.18 0.824 0.822 0.832

#2 Hierarchical Deep Features [19]
PCNH − 84.21 0.833 0.832 0.842

#3 SIFT/GIST [16, 17, 22]
SIFT P,1.0,2.0 77.31 0.674 0.598 0.773
GIST R,0.001,0.5 77.33 0.674 0.598 0.773
SIFT+GIST R,0.05,0.5 72.67 0.704 0.691 0.727

#4 Rule-based models
Rule-1 − 77.35 0.683 0.694 0.672
Rule-2 − 77.93 0.673 0.704 0.644

Table 1: Deep visual features vs. Baselines

one that extracts convolutional features, and another that extracts
object features. The Object CNN is a deep network of 11 layers
obtained by appending three FC layers of size 512, 512, 24 at the end
of the FC layer of AlexNet. The PCNH framework is first trained on
the ImageNet dataset and then fine-tuned on a small privacy dataset.
As images’ privacy greatly depends on the objects in images, we
believe that the features controlling the distinct attributes of the ob-
jects obtained through the higher number of neurons (4096 neurons
in FC7 of AlexNet) can better approximate the privacy function
compared with adding more non-linear layers (as in PCNH). The
increase in the number of complex non-linear layers introduces
more parameters to learn, and at the same time, with comparatively
small amount of training data (PicAlert vs. ImageNet), can result in
over-fitting. Moreover, training such a deep network on ImageNet
and then fine-tuning on the privacy data significantly increases
the processing power and time complexity. Furthermore, if new
objects are added to the object dataset, the networks need to be
retrained from scratch. Conversely, features derived from state-of-
the-art CNN architectures can reduce the overhead of re-training
and still achieve good performance for privacy prediction. Hence,
we compare models trained on the “deep” features with the PCNH
privacy framework, and consider the latter as our first baseline.
Unlike Tran et al. [19] who used 800 images in their evaluation, we
evaluate our models on a large set of images (22000) to validate the
performance of the deep features for a large variety of image sub-
jects. We regard classifiers trained on the best performing features
between SIFT, GIST, and their combination as the second strong
baseline. We also compare the performance of the deep features
with two naive rule-based classifiers, which predict an image as
private if it contains persons. Otherwise, the image is classified as
public. For the first rule-based classifier, we detect front and profile
faces by using Viola-Jones algorithm [20]. For the second rule-based
classifier, we consider user tags such as “women,” “men,” “people.”

For the deep visual features, we use the AlexNet pre-trained CNN
implemented in CAFFE [4], which is an open-source framework for
deep neural networks. We resize images in both Train and Test to
the CAFFE convolutional neural net compatible size of 227 × 227
and encode each image using the three deep feature representations
corresponding to the output of the layers FC6, FC7, FC8, and “Prob,”
which is the probability distribution obtained from FC8 via softmax.
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Results: Table 1 shows results of the comparison (Precision,
Recall, F1- Measure and Accuracy) of SVMs using each deep feature
type extracted from AlexNet, FC6, FC7, FC8, and “Prob,” and the
results of their comparison with the performance of baselines (i.e.,
SVMs trained using the baseline features), on Test. We can see from
the table that the SVMs trained on FC7 and FC8 perform similarly,
and the performance improves as we go from FC6 to FC7. This is
because higher layers of the network capture high level feature
descriptions of objects present in the image. We notice that all FC6,
FC7, FC8 deep features are able to achieve performance higher than
85% in terms of all compared measures. Note that a naive baseline
which classifies every image as “public” obtains an accuracy of 75%.
It is worth mentioning that “prob” features perform worse than the
features extracted from the fully-connected layers. One possible
explanation could be that squashing the values at the previous layer
(FC8 in AlexNet) through the softmax function, which yields the
“prob” layer, produces a non-linearity that is less useful for SVM
compared to the un-transformed values. The results of FC layers
over the “prob” layer are statistically significant for p-values < 0.05.

Table 1 shows also that deep visual features FC6, FC7, FC8 pro-
vide better feature representations than baseline visual features
for privacy prediction. Precisely, the models obtained using deep
visual features extracted from AlexNet outperform models trained
on baseline features, PCNH, SIFT, GIST and SIFT + GIST. For exam-
ple, F1-measure improves from 0.833 obtained by PCNH features
to 0.851 obtained by FC8. We achieve improvement in F1-measure
as high as 15% over SIFT + GIST models, i.e., our second base-
lines. “Prob” features also perform better than SIFT + GIST. With a
paired T-test, our improvements over the baseline approaches for
F1-measure are statistically significant for p-values < 0.05. It is also

Features F1 Prec Re
#1 Deep visual features

FC7 0.642 0.752 0.56
#2 Hierarchical Deep Features [19]
PCNH 0.598 0.708 0.518

#3 SIFT/GIST [16, 17, 22]
SIFT+GIST 0.27 0.343 0.223

#4 Rule-based models
Rule-1 0.509 0.47 0.556
Rule-2 0.458 0.373 0.593

Table 2: Performance for “Pri-
vate” class.

interesting to note that
rules based on facial
features exhibit better
performance than SIFT
and GIST and suggest
that features represent-
ing persons are helpful
to predict private con-
tent of images. However,
“deep” features outper-
form the rule-based mod-
els based on facial fea-
tures by more than 10%
in terms of all measures
(see Table 1, #4 Rule-
based models). Simple
rule-based models will not suffice for this task and advanced AI
technology such as deep learning is required.

We also show the privacy prediction performance for “private”
class in Table 2 to identify which features characterize the private
class effectively as sharing private images on theWebwith everyone
is not desirable. We found that the SVM trained on AlexNet-based
deep visual features obtain improved performance for the private
class as compared with the SVM trained on the baseline features.
Precisely, using the best-performing deep visual features FC7, F1-
measure for the private class improves from 0.598 obtained by
PCNH to 0.642 obtained by FC7.

Features H-Param Acc % F1 Prec Re
User Tags R,2.0,0.05 81.73 0.789 0.803 0.817
DT R,1.0,0.1 83.18 0.819 0.819 0.832
DT+UT R,1.0,0.05 84.59 0.833 0.837 0.846

Table 3: Privacy prediction performance using tag features.

Next, we examine the quality of tag features and contrast the
deep image tags with the user annotated tags.

5.2 Results for Deep Image Tags
Experimental design: We investigate the performance of SVMs
on user tags and deep image tags for privacy prediction. We also
examine the combination of user tags and deep tags, which captures
different aspects of an image. Examples of user tags for the image
in Figure 2 are: “Birthday Party,” “Night Life,” “People,” etc. For the
deep tags, we considerK = 10 as otherK values did not yield higher
results (in 10-fold CV over the Train set).

Results:Table 3 shows the results obtained from the experiments
for tag features on theTest and compares the performance obtained
using models trained on deep tags, user tags and their combination.
In the table, “UT” represents user tags and “DT” represents deep tags.
From the table, we notice that deep tags perform better than user
tags, however, the combination of the two outperforms each one
individually, the user tags and the deep tags. This can be justified
by the fact that the user tags have some general tags, whereas deep
tags contain some specific tags, which capture various aspects of
the data. To see this, using only general tags can cause overlap in
the two different privacy classes. For example, if we consider more
general tags such as “clothes" instead of “swimsuit," then the tag can
appear in both classes and hence will fail to differentiate between
them. Similarly, if we would consider only very specific tags, the
models may overfit and will not generalize well on unseen data.

6 CONCLUSION AND FUTUREWORK
In this paper, we explored AI technology, i.e., deep features ex-
tracted from various CNN layers, for image privacy classification.
Our results show that the deep visual features corresponding to
the fully-connected layers of the AlexNet CNN outperform those
corresponding to the “prob” layer. We also examined user annotated
tags and deep tags (generated from the “prob” layer) and found that
the combination of both the tags outperforms individual sets of tags.
In addition, models trained on deep features yield improvement in
performance over several baselines. The result of our classification
task is expected to aid other very practical applications. For exam-
ple, a law enforcement agent who needs to review digital evidence
on a suspected equipment to detect sensitive content in images
and videos, e.g., child pornography. The learning models developed
here can be used to filter or narrow down the number of images
and videos having sensitive or private content before other more
sophisticated approaches can be applied to the data. In future, other
CNN architectures can be explored for privacy prediction. Also,
user tags can be extracted from description, and comment to obtain
additional information about the image.
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