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Abstract—Online Health Communities is a major source for 
patients and their family members in the process of gathering 
information and seeking social support. The American Cancer 
Society Cancer Survivors Network has many users and presents 
a large number of users' interactions with regards to coping with 
cancer. Sentiment analysis is an important step in understanding 
participants' needs and concerns and the impact of users' 
responses on other members. We present an automated approach 
for sentiment analysis in an online cancer survivor community 
and compare it with a previous sentiment analysis approach. 
Both approaches are machine learning based and are tested on 
the same dataset. However, this work uses features derived from 
a dynamic sentiment lexicon, whereas the previous work uses a 
general sentiment lexicon to extract features. Tested on several 
classifiers, with only six features (versus thirteen), our results 
show 2.3% improvement on average, in terms of accuracy, and 
greater improvement in F-measure and AUC. An additional 
experiment was conducted that showed a positive impact of 
dimensionality reduction by extracting abstract features, instead 
of using term frequency (TF) vector space as attribute values. 

Keywords—sentiment analysis; dynamic sentiment lexicon; 
abstract features. 

I. INTRODUCTION 
Many Internet users utilize Online Health Communities in 

order to obtain health-related information as well as to get 
social support through online social interactions [1]. People 
diagnosed with cancer as well as cancer caregivers, join the 
Cancer Survivors Network1 of the American Cancer Society to 
seek social support and cancer-related information from others 
who have experienced a particular situation first hand and 
emotional support. Many take advantage of the anonymity 
offered by the online community. Initiated in June 2000, the 
Cancer Survivors Network currently has more than 164,000 
member participants and offers a way to share people’s 
experiences about cancer and cancer treatments and to support 
one another. Understanding emotional impacts of online 
participation on survivors and their informal caregivers can 
help provide useful insight into the design of new features or 
enhancement of the existing ones in improve the facilitation of 
emotional support to the network members.  

                                                             
1 http://csn.cancer.org 

Sentiment analysis aims to determine the members' 
subjective attitude and reflect their emotions. Analyzing the 
sentiment of posts in Online Health Communities is important, 
since it enables investigation of factors that affect the sentiment 
change and discovery of sentiment change patterns [2]. 
However, the increasing amount of online information makes a 
manual analysis infeasible.  

In a substantial number of works [3, 4, 5], prior knowledge, 
i.e., a general sentiment lexicon, plays a central role. In such a 
lexicon, a prior sentiment score is paired with each term. The 
terms and scores are used to predict the overall sentiment. 
However, we hypothesize that there is not a general sentiment 
lexicon that works well in any context, since it is well known 
that sentiments of terms are sensitive to the domain [6, 7].  

In this paper, we aim to mitigate the drawbacks in the 
abovementioned approaches and, hence, to improve sentiment 
predictive performance for textual posts in an online cancer 
survivor community. To achieve this, we propose an approach 
to constructing a dynamic sentiment lexicon, which is adapted 
to the cancer survivor community domain and assumes no 
prior knowledge about the domain. For this purpose, the text is 
represented as a bag-of-words with term-frequency (TF) as the 
attribute values. The learning algorithm then tries to identify 
the most informative terms and use them for classifying new 
texts. In addition to being domain-specific, the terms are not 
limited by any constraint, such as specific part-of-speech 
(POS) tags, or occurrence in a pre-defined repository, which 
contains a limited, pre-defined number of terms. Hence, our 
lexicon can contain the term kinda, whereas this term would 
not be included in lexicons that do not contain slang. 

Since our approach represents a text instance (or a post) as 
TF attribute values of all unique terms in the corpus, the 
learning algorithm can potentially use a relatively large number 
of attributes, and thus, the classification performance might be 
affected by the curse-of-dimensionality. This problem is 
considerably aggravated when the training dataset is relatively 
small as in our case, and can lead to overfitting of the learned 
models. Therefore, to avoid overfitting, our features are 
generalized to a higher level of abstraction. Feature abstraction 
methods have been shown to effectively reduce the number of 
parameters of standard model without sacrificing classification 
accuracy [8, 9].  
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Specifically, in our approach, referred as “Dynamic senti 
lexicon”, we first generate a dynamic sentiment lexicon with 
terms that are observed in the training set. Their sentiment 
scores are represented by odds for the negative and positive 
classes. The odds are computed by dividing the frequency of a 
term in the instances from one class by the frequency of the 
term in instances from the other class. In the second phase, we 
extract and compute abstract features based on the dynamic 
sentiment lexicon. The abstract features represent an 
aggregation of the high sentiment score features.  

The rest of the paper is organized as follows: In Section II, 
we present background and related work. The construction of 
the dynamic lexicon and the computation of abstract features 
are elaborated in Section III. In Section IV, we present our 
experiments and results, and conclude the paper in Section V. 

II. BACKGROUND 
A substantial number of works construct a lexicon in order 

to estimate a polarity of words [4, 10, 11]. This value could be 
“negative,” “positive,” “neutral,” [12] or any numeric scale. 
Wilson et al. (2005) train a classifier to address the question of 
how useful prior polarity alone is for identifying contextual 
polarity. They recommend a two-phase classification process. 
A first classifier identifies neutral and non-neutral phrases, and 
a second one applies a label with a positive or negative result, 
for the non-neutral. Turney [4] defines a phrase as two 
consecutive words—one is an adjective or adverb and uses a 
search engine to count co-occurrences of unambiguously 
positive (e.g., “excellent”) and negative (e.g., “poor”) terms 
with ambiguous terms. He uses the statistics to calculate each 
term's polarity score. Finally, he determines the prediction of 
the orientation of a review based on the average semantic 
orientation of the phrases in the review. However, his lexicon 
uses prior knowledge, by using the number of the retrieved 
results of the search queries.  

 Other research uses WordNet [3,13] in various ways. 
However, most of this research is limited by terms that are 
present in the lexical graph, and hence, missing some sentiment 
laden expressions. Kamps et al. [14] explore the WordNet 
graph and use the absolute distance of adjectives from “good” 
and “bad” to determine their orientation. This method assumes 
that all the words have a fixed sentiment score for each 
domain. Hu and Liu [3] use the WordNet graph by exploring 
mainly antonyms and synonyms of a seed set of adjectives, 
whose polarity is known. Reference [15] constructs the lexicon 
by using a seed set of 360 positive, negative, and neutral terms 
and an expansion mechanism using WordNet. Yet, the two last 
works entail a manual annotation of the seed sentiment lexicon, 
and are limited to some extent to words that are presented in 
WordNet. 

A. The General Sentiment Lexicon Approach 
 Sentiment lexicon holds a score for each of its terms t 
representing the degree of sentiment of t. This score can be 
obtained by a variety of methods. In a substantial number of 
sentiment classification works, these scores are used to predict 
the overall sentiment of document by extracting related 
features [2, 3, 15]. 

A general sentiment lexicon is a static dictionary of terms 
and scores that can be used for any sentiment analysis domain. 
As such, it encodes prior knowledge that can be used for any 
domain. However, there is no general sentiment lexicon that is 
optimal in any domain, since, as was mentioned before, 
sentiments of some terms are sensitive to the context or 
domain. A good example is the term unpredictable, which has 
a negative polarity in an automotive or a health domain, but 
could have a positive orientation in the domain of a video-
games: What makes FF7 a masterpiece is its immersive, 
complex, and unpredictable plot. In the sentiment lexicon 
SentiWordNet [16], unpredictable has a negative orientation 
regardless of the domain in which it appears. Another example 
is the sentence: The device was small and handy. The word 
small appears in a positive context, whereas in the sentence, 
The waiter brought the food on time, but the portion was very 
small, the term small conveys a negative sentiment. 

Conventionally, sentiment scores range from -1 to +1, 
however, many lexicons hold binary scores: positive (+1) and 
negative (-1), such as [3]. This poses an additional drawback 
since terms' polarity may convey different sentiment strength, 
even being both from the same class. For example, 'like' and 
'love' are both considered as positive, yet 'love' is considered to 
convey a stronger positive sentiment.  

In contrast to the general sentiment lexicon and previous 
works described above, in our work we wish not only to create 
these term sets but also to assign each term with a ratio score 
that represents how likely it is that the term has the designated 
positive or negative sentiment with respect to the opposite 
sentiment class. Since these ratio scores are computed only 
based on the observed dataset, they are representative for the 
cancer survivor community domain. 

III. METHODOLOGY 
Our documents are sparse word sequences, which at the 

same time constitute opinions. We anticipate that the opinions 
are predictive, in terms of positive or negative sentiment. 

A. Data 
The posts that were used in this work are taken from [2]. 

More than 468,000 forum posts from 48,779 threads were 
downloaded from the Cancer Survivor Network, posted from  

TABLE I. EXAMPLES OF POSTS AND THEIR SENTIMENT LABELS 

Label Post 
 

Positive Make me go to itunes to see if i can find it ... . lol starts out 
sad - reads to me that it ends on a somewhat positive vein. 
 

 

Negative I'm afraid there is an environmental problem you should see 
about 

 
July 2000 to October 2010 by 27,173 participants. Since 
labeling manually all the posts with a sentiment class is not 
feasible, a subset was sampled. 

In total, 293 posts were selected randomly from the breast 
cancer forum of the Cancer Survivor Network and each post 
was manually classified as being of positive or negative 
sentiment, with the result that 201 of them were labeled as 



positive and 92 were labeled as negative. Table I shows 
examples of a negative and of a positive post.  

B. Constructing a Dynamic Sentiment  Lexicon 
 We extracted from each post all of its uni-grams and bi-
grams in order to also incorporate expressions into the analysis. 
All of these words (uni-grams) and expressions (bi-grams), 
namely terms, which are observed in at least 3 posts from the 
same class, are stored along with their normalized frequencies, 
according to each class they represent. For example, the term 
to hear appears in 16 positive posts, out of 180, and therefore 
its positive frequency is 0.089, and observed in 2 posts, out of 
82 training negative posts, and therefore its negative frequency 
is 0.024. Since longer words' sequences (n-grams, for n>2) are 
not frequent, they are not likely to add any useful information 
to our analysis; thus, we only chose to store sequences of 
words of size 1 or 2.  

For every entry, we calculated the positive to negative 
likelihood ratio and then the negative to positive likelihood 
ratio as follows: The ratio score was calculated by dividing the 
frequency of the term in each class by its frequency in all other 
classes. For the term to hear the score is 0.089/0.024=3.7 for 
the positive class and 0.024/0.089=0.27 for the negative. In 
case that a term was observed only in a single class examples, 
then it is considered as observed once in the second class, for 
calculating the ratio. Examples of positive and negative terms-
ratio pairs are given in Table II. 

After constructing the lexicon, the next step is to perform 
abstract feature generation. 

C. Abstract Feature Generation 
We wish to extract predictive features based on the 

sentiment lexicon terms, but not use the actual terms as 
features because a relatively large number of dimensions in 
conjunction with a small number of training instances might 
result in a poor predictive model as a result of overfitting. 
Having said that, we compute three types of features that are an 
abstraction of the lexicon terms. These features are computed 
twice, once for each class value. The 'top 1' feature is the 
highest sentiment score among all the terms of the post 
instance. The 'top 3' feature is an accumulation of the top three 
score terms. Similarly, the third feature is 'top 6', which 
accumulates the scores of six highest sentiment score terms. 

The calculation of the features is as follows. First, we 
tokenize each post to all of its terms; then assign each term 
with the two sentiment scores from the lexicon, one is the 
positive score and the second is the negative. Note that at this 
stage the sentiment scores in the lexicon represent the 
frequency ratio for each class with respect to the second class. 
The terms are sorted (in descending order) into two lists, 
according to each sentiment score in each class (see Fig. 1, and 
the table labeled by term; note that the numbers close to the 
scores represent the word ranks in the sorted lists). Next, we 
iterate the negative score list and the positive score list 
separately, and calculate the three features. The 'top 1' feature 
is the score of the top term, the 'top 3' feature is an 
accumulation of the top three scores, and the 'top 6' 
accumulated the top six scores. This is repeated for the positive 

TABLE II. EXAMPLE OF PROMINENT POSITIVE AND NEGATIVE ENTRIES 
IN THE SENTIMENT LEXICON 

Term Positive 
 frequency ratio 

Term Negative 
 frequency ratio 

hugs 10.02 seem 13.17 
glad 9.11 stage 5.49 

happy 9.11 diagnosed 3.66 
love 7.52 radiation 3.29 
news 6.38 asked 3.29 

thanks for 5.47 doctor 2.74 

 

and negative classes. The total number of features is six (the 
top 1, 3, 6 scores multiplied by each of the two class types) as 
shown in Fig. 1. In the figure, we only show the calculation of 
uni-gram scores since the bi-gram terms did not exceed the 
predefined threshold of 3 occurrences in a single class 
instances. The bi-gram scores can be calculated in a similar 
fashion. This method can be used for multi-class classification 
tasks, where the terms' scores will be computed according to 
their frequency ratio in each class, with respect to all other 
classes. 

 

 
Fig 1. An example for calculating the six features for a post instance. The 
small numbers in the terms list represent their sorted (descending) order by 
score, per class 



TABLE III. COMARISON RESULTS ON A VARIOUS OF CLASSIFIERS 

Classifier  Method  % Classification Accuracy F - measure ROC Area 

Logistic 
Regression 

Prior-knowledge senti 78.43 0.774 0.819 

Dynamic senti lexicon 78.13 0.778 0.846 

Dynamic senti lexicon + Prior- knowledge senti 79.45 0.793 0.860 

Random Forest 

Prior- knowledge senti 75.41 0.753 0.794 

Dynamic senti lexicon 79.51 0.790 0.820 

Dynamic senti lexicon + Prior- knowledge senti 81.48 0.811 0.852 

Rotation Forest 

Prior- knowledge senti 75.05 0.735 0.791 

Dynamic senti lexicon 77.11 0.765 0.803 

Dynamic senti lexicon + Prior- knowledge senti 79.78 0.793 0.823 

Adaboost (LMT) 

Prior- knowledge senti 76.11 0.760 0.780 

Dynamic senti lexicon 79.52 0.793 0.849 

Dynamic senti lexicon + Prior- knowledge senti 79.10 0.785 0.845 

TABLE IV. COMPARING TF VECTOR SPACE WITH OUR METHOD ON SVM CLASSIFIER 

Method % Classification Accuracy F - measure ROC Area 

TF vector space (uni grams + bi grams) 72.72 0.717 0.702 

Dynamic senti lexicon 75.78 0.753 0.746 

 

IV. EXPERIMENTS AND RESULTS 
We designed a binary classification task, where each post is 

an instance, and we only use its textual content. The target 
class values are positive and negative. The goal is to train a 
model that can be used to predict the class of any unlabeled 
instance.  

A. Experimental Design 
The first type of experiments are designed to compare our 

'Dynamic senti lexicon' approach, that construct a dynamic 
sentiment lexicon based on which features are extracted, with 
the method presented in [2], referred as 'Prior-knowledge senti'. 
In this second approach, a prior-knowledge is used by 
extracting features based of a general sentiment lexicon. In 
additional to the general lexicon based features, more features 
were extracted by the 'Prior-knowledge senti' approach, such as 
the number of names mentioned and the number of words in a 
post. The full list of features, thirteen in total is detailed in [2]. 
In addition to a comparison between the two approaches, we 
tried a third method, where our dynamic lexicon based feature 
set is augmented by the 'Prior-knowledge senti' feature set.  

In each experiment, we split the dataset into ten sets. 90% 
of the examples were used for training and 10% for testing, and 
a 10-folds cross validation evaluation was performed, each 
using a corresponding sentiment lexicon (that was constructed 
based on the 90% training instances), therefore 10 lexicons 
were constructed in total. We learned a classification model 
based on the training set to predict the actual class of the test 
instances. Several classifiers that we found adequate for that 
task were used in our evaluation, specifically Logistic 

Regression, Random-forest [17], Rotation-Forest [18] and 
Adaboost [19] with J48 [20] as base classifier, and a Logistic 
Regression at each leaf, (LMT) [21]. 

The second type of experiment aims to evaluate the effect 
of feature space reduction by abstraction. We compared our 
method with bag-of-words TF as the attribute values, where the 
dimensionality of the dataset is determined by the number of 
unique terms. Here terms are defined by uni-grams and bi-
grams, denoted by 'TF vector space' approach. Again 10 folds 
cross validation experiments were conducted; the folds and 
lexicon that were used are the same as in the first experiment 
type. After evaluating several classifiers, we show the results 
based on the SVM algorithm [22], that yields the best results 
for the 'TF vector space' approach. 

B. Results 
Table III presents the classification results of the first 

experiments type. The percentage of accuracy, F-measure and 
area under ROC curve are given on the four classifiers used. 
Our approach outperforms the 'Prior-knowledge senti' approach 
by all measurements in all of the four classifiers, except for the 
Logistic Regression's accuracy, where the difference is minor 
(0.3%). The difference for the two approaches, taken as an 
average on all the classifiers, is from 2.3% up to 3.3% for all of 
the three measurements: accuracy, F-measure and ROC area. 
Adaboost, with the LMT base classifier, achieved the best 
results for our 'Dynamic senti lexicon' method, in terms of 
classification accuracy and F-measure. 

These results are aligned with our assumption, that 
classifying sentiment of posts in an online cancer survivor 



community yields better results when using a dynamic 
sentiment lexicon. This becomes even clearer considering the 
fact that the 'Prior-knowledge senti' approach uses thirteen 
features, some of which are not related to general lexicon, 
while our approach uses only six features, all of which are 
derived from the dynamic lexicon. 

We experimented with an augmented feature approach as 
well, the 'Dynamic senti lexicon + Prior-knowledge senti', 
where the feature space composed of the features of the two 
approaches. This approach outperforms our approach by all 
measurements, and algorithms, except for the Adaboost. The 
best performance in each measurement is given by the 
augmented feature approach. This implies that the information 
of the two first approaches is not redundant, and can be used to 
improve classification results.  

In the second type of experiments, our approach 
outperforms the 'TF vector space' approach by all 
measurements, as Table IV demonstrates. The difference is 
more than 3% for all: the accuracy, F-measure and ROC area. 
This finding shows that by extracting abstracted features, and 
reducing the feature space, we might avoid overfitting the 
training set. 

V. CONCLUSIONS AND FUTURE WORK 
In this work, we examined the impact of using a dynamic 

sentiment lexicon and the generation of abstract features to 
avoid the curse-of-dimensionality, in improving sentiment 
predictive performance for textual posts in an online cancer 
survivor community. 

The results of our experiments show that classifiers trained 
using abstract features extracted from a dynamic sentiment 
lexicon outperform those trained using features extracted from 
a general sentiment lexicon. In future, it would be interesting to 
extend the approach proposed here to semi-supervised settings 
that can exploit large amounts of unlabeled data together with 
limited amounts of labeled data in training classifiers. 
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