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Various classification tasks in CiteSeer 

l   Is a crawled webpage useful to CiteSeer? 
l  Researcher homepage 
l  Group publication pages 
l  Departmental technical reports page 

l   Is a crawled PDF document 
l  Research document or not 

l   Is a research document on 
Data Mining or Computer Networks or Computer 

Architecture... 
l   Is a citation  

l  Extending, refuting, crediting a given paper 



Challenges 
l   Large	
  number	
  of	
  scholarly	
  documents	
  on	
  the	
  
Web	
  

The	
  growth	
  in	
  the	
  number	
  	
  
of	
  research	
  papers	
  
published	
  between	
  1990	
  	
  
and	
  2011,	
  	
  
extracted	
  from	
  DBLP.	
  	
  



Lot of “junk” needs to be filtered 

The	
  growth	
  in	
  the	
  number	
  of	
  crawled	
  documents	
  as	
  well	
  as	
  in	
  the	
  
number	
  of	
  research	
  papers	
  indexed	
  by	
  CiteSeerX	
  between	
  ‘08	
  and	
  
‘13.	
  	
  



Researcher homepage classification 
l  Researcher homepages are 

l  The target of “researcher name” queries on the Web. 
l  An important resource for CiteSeer due to metadata 

and publication links. 



Lack of labeled negative pages 

n    Available labeled datasets do not cover current-day 
academic content encountered while crawling. Example 
such pages include   

u  colloquia, seminars, lectures, publications, papers, talks, 
slides. 

u  code, widgets, scripts, datasets. 

u  department activities such as picnics, pages with embedded 
photos, and personal pages.  

u  information on news, events, highlights, faq, forms. 

u  alumni-related information, job and contest calls. 



URL features 

l   Content (term features) not very effective due to lack of 
proper labeled data but URL features consistent across 
labeled dataset and crawled pages 



Note the overlap in the discriminative URL features from 
training and crawl datasets and hardly any overlap in the 

content features! 





We still need a good text-based classifier 

http://john.blitzer.com/ 

http://clgiles.ist.psu.edu/ 

http://ben.adida.net/ 

 

u   URL features cannot be extracted always 

u   In our experiments, we could not extract URL features for 

about 27% of the training instances 

 

Can we combine the evidence from the two sources 

(URL and content) to learn a better classifier? 



Use Co-training! 

Modified from http://web.cs.gc.cuny.edu/~zhengchen/papers/naacl09-bootstrap-slides.ppt 



AutomaJc	
  Research	
  ArJcle	
  ClassificaJon	
  
Methodology	
  

•  Classify	
  documents	
  as	
  research	
  if	
  they	
  contain	
  any	
  of	
  the	
  words	
  references	
  or	
  
bibliography	
  in	
  text	
  

–  Current	
  method	
  in	
  CiteSeer	
  

•  Will	
  mistakenly	
  classify	
  documents	
  such	
  as	
  CV	
  or	
  slides	
  as	
  research	
  arJcles	
  if	
  
they	
  contain	
  references	
  in	
  them	
  

•  Will	
  miss	
  to	
  idenJfy	
  research	
  arJcles	
  that	
  do	
  not	
  contain	
  any	
  of	
  the	
  two	
  words	
  
•  	
  	
  	
  Classify	
  documents	
  using	
  a	
  “bag	
  of	
  words”	
  approach	
  

•  May	
  not	
  capture	
  the	
  specifics	
  of	
  research	
  arJcles,	
  e.g.,	
  due	
  to	
  the	
  diversity	
  of	
  
the	
  topics	
  covered	
  in	
  CiteSeerX.	
  	
  

•  For	
  example,	
  an	
  arJcle	
  in	
  HCI	
  may	
  have	
  a	
  different	
  vocabulary	
  space	
  compared	
  
to	
  a	
  paper	
  in	
  IR,	
  but	
  some	
  essenJal	
  terms	
  may	
  persist	
  across	
  papers.	
  

•  BeWer	
  methods?	
  







Possible	
  Features	
  for	
  Research	
  
ArJcle	
  IdenJficaJon	
  

Data	
  derived	
  from	
  PDFBox	
  text	
  



Structural	
  Features	
  	
  



Textual	
  Features	
  



Conclusions 

l   The classification tasks in CiteSeer are challenging  
l  Although we deal with textual content, text 

classification algorithms/features don't work directly 
l  Obtaining labeled data is difficult due to changing 

types and manual effort, so semi-supervised and 
unsupervised methods are desirable 

l  Harvesting “domain-specific” knowledge in designing 
features is a must for accurate models 

l  Need fast and adaptive models that can incorporated 
during crawls! 
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