
  

Typical ML goals

● Two inference problems
● Given a set of observations find parameters that 

best explain the observations
● Find probability of a new observation, predict 

missing part of observation

● What do we mean by i.i.d (Independent and 
identically distributed)?

● Why Maximum Likelihood?



  

Coin toss example

● Assume deformed coin with probability p of 
throwing a heads: HHTHTTHTHHTH

Intuitively, what could p be?



  



  

Classification Models
● Training Data { (x, y)_i }...

Test Data { (x, ?)_j}
● Discriminant functions: 

● Find parameters that optimize 
(minimize/maximize) some function on the 
training data. 

Example loss functions: L1, L2, hinge loss, 
probabilistic...



  

Generative Models
● Generative models (eg. Naïve Bayes, HMMs, topic 

models): Come up with a step-by-step process for 
generating the data: assumptions on dependence, 
underlying distributions

● Quantities of interest :               ,         ,



  

Multinomial Naïve Bayes for text 
classification

● How to generate a document?
● First pick a class, with probability p(y)
● Sample each word in the document using Mult(y) 

(class-specific multinomial distribution)
● Given independence assumptions, MLE estimates 

yield probabilities proportional to frequencies in the 
training data!



  

Latent Dirichlet Allocation



  

LDA equations



  

Discriminative Models

● Model the posterior probabilities (p(C|x)) 
directly!
● Example: logistic regression, 

log(odds-ratio)   =                            is a linear

 function on variables, i.e.



  

Finding parameters

● Or maximize (conditional) likelihood on training data 



  

Generative/Discriminative pairs



  

Simple example for Markov Models

● label space ={ rainy, windy, sunny }

Data from several periods in  time
● For e.g. RWWSRRSWW, SSRRRRW...
● Your goal: predict the probability of seeing a particular 

label (pattern)

Intuitively: what could effect this pattern? probability of 
seeing a particular weather independent of other things 
(e.g. depending on weather patterns in a city), 
“dependent“ probability (probability of raining today given 
that it has rained yesterday, all of last week...)

● visualize as a probabilistic state machine



  

First-order Markov Chain



  

First-order Markov Chains

● Parameters of interest: start probability of a 
state, p(x_i) and transition probability between 
states, p(x_j|x_i)

● As expected, MLE estimates boil down to 
counting the frequencies in the training data...



  

Hidden Markov Models

● Intuition,  states vs. observables

Example (slightly changed)
● State space { Rainy, Windy, Sunny }
● Observable (features, arbitrary), sample 

boolean for our example
● Grass is wet
● Dayu wears a hat
● Sky is clear



  

First-order HMMs

● Each observation has a probability depending 
on the state
● p(D wears a hat|rainy) = 0.45, p(D wears a hat|

sunny) = 0.45, p(D wears a hat|windy) = 0.1
● p(grass is wet|rainy) = 0.7, p(grass is wet|windy) = 

0.3 



  

Viterbi paths for predicting state patterns



  

Discriminative counterpart: CRFs
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