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The Essence of Text UNT

The narrative of a text contains many details, which are often not
interesting or important, and often hide the essence of the text.

[Experiment done with help from Anca Morcovescu, K-12 teacher in DFW area].



Keyphrases UNT

Keyphrases provide a high-level topic description of a document and
can allow for efficient processing of more information in less time and
have a high impact on document understanding.



Keyphrase Extraction UNT

Keyphrases
Useful in applications such as

topic tracking, information filtering and search, query formulation,
document clustering, classification, and summarization

However, manually annotated keyphrases are not always provided with
the documents:

Need to be gleaned from the content of documents
E.g., documents available from the ACL Anthology and the AAAI DL

Hence, accurate approaches are required for keyphrase extraction

Keyphrase extraction is defined as the problem of automatically
extracting descriptive phrases or concepts from documents



Previous Approaches to Keyphrase Extraction UNT

Many approaches have been studied [Hasan and Ng, 2014]:

Supervised approaches [Frank et al., 1999; Turney, 2000; Hulth, 2003;
Caragea et al., 2014]

Binary classification: candidate phrases classified as keyphrases or
non-keyphrases.

Unsupervised approaches [Mihalcea and Tarau, 2004; Wan and Xiao,
2008; Liu et al., 2010; Gollapalli and Caragea, 2014]

Ranking: candidate phrases are ranked using various measures such as
tf, tf-idf, and PageRank scores.



Candidate Words or Phrases UNT

Candidate words or phrases are extracted from the content of the
target document by applying stopword and parts-of-speech filters.



Supervised Keyphrase Extraction - Methodology UNT

Generate Candidate Phrases:
We first apply parts-of-speech filters and retain only the nouns and
adjectives.
Porter Stemmer is applied on every word.
Words that have contiguous positions in the document are
concatenated into n-grams.
Finally, we eliminate phrases that end with an adjective and the
unigrams that are adjectives.

Represent each candidate phrase as a vector of features.
Assign a positive or negative class to each phrase based on the human
annotated labels.
Use the data to train machine learning classifiers, which are then used
to predict keyphrases for future documents.



Features for Supervised Keyphrase Extraction UNT

[Caragea et al., 2014; Bulgarov and Caragea, 2015]



Supervised vs. Unsupervised Models UNT

Generally, supervised approaches are more accurate.

However, supervised models require large human-annotated corpora.
Led to significant attention towards unsupervised approaches.



Most Informative Features for Keyphrase Extraction UNT

Interestingly, features used in supervised approaches influenced the
progress of unsupervised approaches, e.g., TF-IDF based ranking.

Table: Feature ranking by Information Gain on WWW.

Despite the effectiveness of the relative position in supervised
approaches, this has not been used before in unsupervised methods.



From Data to Knowledge UNT

Intuitively, keyphrases occur frequently and occur very early in a document.

We propose:
PositionRank: an unsupervised, graph-based algorithm that
incorporates information from all positions of a word’s occurrences into
a biased-PageRank to rank keyphrases [Florescu and Caragea, 2017].



PositionRank UNT

Graph construction at word level:

window = 3
G = (V,E)



Biasing PageRank UNT

Traditional PageRank:

Initialization: s = [s(v1), · · · ,s(vn)] = [ 1
n , · · · ,

1
n ], where n = |V|.

Vertices in G are scored using their PageRank obtained by recursively
computing the equation:

s(vi) = α ∑
vj∈Adj(vi)

wji

∑vk∈Adj(vj) wjk
s(vj)+(1−α)p̃i,

where α is a damping factor (α = 0.85) and p̃ = [p̃i]i=1,...,n = [ 1
n , · · · ,

1
n ].

Position-Biased PageRank:
The idea is to assign higher probabilities to words that occur early in a
document and occur frequently - assign different p̃i probabilities.



Example UNT

p(textrunner) = 1
90 = 0.011

p(semantic) = 1
2 +

1
16 +

1
51 = 0.582

p̃ is set to the normalized weights for each candidate word as follows:

p̃ =
[

p1
p1+p2+...+p|V|

, p2
p1+p2+...+p|V|

, ...,
p|V|

p1+p2+...+p|V|

]
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Scoring Multi-Word Phrases UNT

Multi-word phrases or n-grams are scored by using the sum of scores
of individual words that comprise the phrase [Wan and Xiao, 2008].
The top k ranked phrases are predicted as keyphrases.



Topic-Decomposed PageRank UNT

Another Biased PageRank...
Topical PageRank for Keyphrase Extraction (TPR)

[Liu et al., 2010].



Experiments and Results UNT

Datasets:
We evaluated the performance of PositionRank on three datasets:

The proceedings of the ACM Conference on Knowledge Discovery and
Data Mining (KDD) and the World Wide Web Conference (WWW)
(Gollapalli and Caragea, 2014);
Nguyen dataset of research papers on various disciplines
(Nguyen and Kan, 2007).

The author-input keyworks were used as gold-standard for evaluation.
Table: Summary of datasets:

Performance measures for evaluation: Mean Reciprocal Rank, Precision,
Recall and F1-score.



What is the impact of aggregating information from all
positions of a word over using first position only? UNT

Figure: The comparison of PositionRank that aggregates information from all
positions of a word’s occurrences (full model) with the PositionRank that uses
only the first position of a word (fp).



How well does position information aid in unsupervised
keyphrase extraction from research papers? UNT

Figure: : MRR curves for PositionRank and two unbiased PageRank-based
models that do not consider position information.



How does PositionRank compare with other previous
methods? UNT

Figure: MRR curves for PositionRank and previous methods on the three datasets.



Overall Performance Summary of PositionRank UNT



Summary UNT

Developments in keyphrase extraction are central to document
understanding, knowledge discovery and organization and have a
direct impact on the development of digital libraries.
We proposed a novel unsupervised graph-based model, called
PositionRank, which incorporates both the position of words and their
frequency

Our model outperforms strong baselines in terms of all
performance measures on scholarly documents



Limitations and Potential Extensions UNT

Keyphrase extraction is very subjective

[Sterckx, Caragea, Demeester, Develder, 2016 (EMNLP)]

Crowdsourcing for keyphrase extraction.

Extentions to other CS areas and other scientific domains, e.g., ACL
Anthology, PubMed, Social Science, Political Science, Ecology.



Limitations and Potential Extensions II UNT

Predict terms not found in a target paper to be keyphrases (through
semantic and syntactic features).

... and consider dependencies
between the labels and between
the words in the text.
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