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Foreword 
 
The Semantic Web is a key initiative being promoted by the World Wide Web Consortium (W3C) as 
the next generation of the current web. Machine-understandable metadata is emerging as a new 
foundation for component-based approaches to application development. Within the context of reusable 
distributed components, Web services represent the latest architectural advancement. Such concepts 
can be synthesized providing powerful new mechanisms for quickly modeling, creating and deploying 
complex applications that readily adapt to real world need. 
The objective of this workshop is to present database and information system research as they relate to 
the Semantic Web and more broadly, to gain insight into the Semantic Web technology as it relates to 
databases and information systems. 
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Invited Talks 
 

Can we do better than Google? Using semantics to explore large 
heterogeneous knowledge sources 

 
Anatole Gershman 

Accenture Technology Labs 
USA 

 

Abstract 
Researchers in many fields use dozens of different rapidly growing on-line 
knowledge sources, each with its own structure and access methods. 
Successful research often depends on a researcher's ability to discover 
connections among many different sources of information. The popularity of 
Google suggests that high-quality indexing would provide a uniform method of 
access, although it still leaves researchers with vast, undifferentiated lists of 
results. Hence, the research challenge for semantic web designers: can a 
knowledge-based approach provide a better way for researchers to explore 
knowledge and discover useful insights for their research? 

In this talk, I will use the example of bio-medical knowledge discovery to 
explore the key issues in semantic indexing of large amounts of 
heterogeneous information. I will propose a method and architecture for the 
creation of practical tools for semantic indexing and exploration. 

The example I'll be using is the Knowledge Discovery Tool, or KDT, which 
contains a knowledge model of a large number of bio-medical concepts and 
their relationships: from genes, proteins, biological targets and diseases to 
articles, researchers and research organizations. Based on this model, the 
KDT index identifies over 2.5 million bio-medical entities with two billion 
relationships among those entities spanning 15 different knowledge sources. 
Clearly, the creation and maintenance of such an index cannot be done 
manually. KDT utilizes an extensive set of rules that cleanse, analyze and 
integrate data to create a uniform index. 

Using its index, KDT presents the user with a uniform graphical browsing 
space integrating all underlying knowledge sources. This space is "warped" 
and filtered based on domain-specific rules customized for the needs of 
various groups of users, such as pharmaceutical researchers, clinicians, etc. 
Another customized set of rules discovers and graphically highlights potential 
indirect relationships among various entities that might be worth exploring 
(e.g., relationships between genes or between diseases). Finally, the tool 
enables several modes of collaboration among its users from annotations to 
activities tracking. 

 

Currently, KDT is undergoing testing in two pilot settings: an early stage of the 
drug discovery process in a pharmaceutical company and a bio-medial 
academic research group. 



About The Speaker 
Anatole Gershman joined Accenture Technology Labs in 1989 and in 1997 
became its overall Director of Research. Under his leadership, research at the 
laboratories is focusing on early identification of potential business 
opportunities and the design of innovative applications for the home, 
commerce and work place of the future. These include electronic commerce, 
high-performance virtual enterprise, knowledge management, and human 
performance support. To achieve these goals, the laboratories are conducting 
research in the areas of ubiquitous computing, human-computer interaction, 
interactive multimedia, information access and visualization, intelligent agents, 
and simulation and modeling. 

Prior to joining Accenture, Anatole spent over 15 years conducting research 
and building commercial systems based on Artificial Intelligence and Natural 
Language processing technology. He held R&D positions at Coopers & 
Lybrand, Cognitive Systems, Inc., Schlumberger, and Bell Laboratories. In 
1997, Anatole was named among the top 100 technologists in the Chicago 
area by Crain's Chicago Business. In 2000, Industry Week named Anatole 
one of the "R&D stars to watch." 

Anatole studied Mathematics and Computer Science at Moscow State 
Pedagogical University and received his Ph.D. in Computer Science from 
Yale University in 1979. 



Generic Model Management: A Database Infrastructure for Schema 
Manipulation 

Philip A. Bernstein 
Microsoft Research 

USA  
Abstract 
Meta data management problems are pervasive in the development and 
maintenance of semantic web applications. Although solutions to these 
problems are similar to each other, today they are solved in an application-
specific way and usually require much object-at-a-time 
programming. To make solutions more generic and easier to program, we 
propose a higher level interface, called Model Management. The main 
abstractions are models and mappings between models. It treats these 
abstractions as bulk objects and offers such operators as Match, Merge, Diff, 
Compose, Extract, and ModelGen. We will present an overview of Model 
Management and recent results about some of the operators. 
About The Speaker 
Phil Bernstein is a researcher at Microsoft Corporation. Over the past 25 
years, he has been a product architect at Microsoft and at Digital Equipment 
Corp., a professor at Harvard University and Wang Institute of Graduate 
Studies, and a VP Software at Sequoia Systems. During that time, he has 
published over 100 articles on the theory and implementation of database 
systems, and coauthored three books, the latest of which is "Principles of 
Transaction Processing for the System Professional" (Morgan Kaufmann, 
1997). He holds a B.S. from Cornell University and a Ph.D. from University of 
Toronto. A summary of his current research on meta data management can 
be found at http://www.research.microsoft.com/~philbe. 



From Semantic Search to Analytics and Discovery on Heterogeneous Content: 
Changing Focus from Documents and Entities to Relationships 

Amit Sheth 
LSDIS Lab,  

The University of Georgia and Semagix, Inc. 
USA  

Abstract 
Research in search techniques was a critical component of the first 
generation of the Web, and has gone from academe to mainstream. Research 
and products supporting Semantic Search also look promising.  
 
A second generation ”Semantic Web” is being realized in one form of a 
scalable ontology-driven information system, where semantic metadata allow 
software to associate meaning with heterogeneous content. This is enabling a 
fundamental shift in focus from documents and entities within documents to 
discovering and reasoning about relationships. And it will transform the hunt 
for documents that humans can examine or analyze into a more automated 
content analysis, resulting in actionable information and insights into 
heterogeneous content.  In this talk, we juxtapose the following shifts, to paint 
the exciting new possibilities: 
 

• From documents and entities to relationships  
• From techniques that focus on either unstructured data (text) or 

structured content to both types and semi-structured data  
• From directly analyzing data to ontology based processes of creating 

high quality metadata and analyzing metadata  
• From search and browsing for delivering relevant documents and 

locating entities within contents to discovering complex relationships 
and delivering actionable information with insights; from semantic 
search to analytics and discovery-based semantic applications  

This talk will interleave academic research with state-of-the-art commercial 
uses, including tools and real-world applications and experiences.  The critical 
challenge in dealing with the Web scale of ontologies (with huge description 
base/assertion set), metadata (very large RDF graphs), and their analysis in 
discovering relationship will be discussed. 
 
About The Speakers 
Amit Sheth is a Professor at the University of Georgia and CTO of Semagix, 
Inc. He started the LSDIS lab at Georgia in 1994. Earlier he served in R&D 
groups at Bellcore, Unisys, and Honeywell. He founded his second company, 
Taalee, in 1999 based on technology developed at the LSDIS lab, and 
managed it as CEO until June 2001. Following Taalee's acquisition/merger, 
he currently serves as CTO and a co-founder of Semagix, Inc. His research 
has led to three significant commercial products, several deployed 
applications and over 150 publications. More: http://lsdis.cs.uga.ed/~amit 



Spatially Navigating the Semantic Web for User 
Adapted Presentations of Cultural Heritage Information 

in Mobile Environments 

Marco Neumann 

Digital Media Centre, Dublin Institute of Technology 
Dublin 2, Ireland 

marco.neumann@dit.ie 
 

Abstract. The integration of local and global information is an essential re-
quirement for future location-based services. The development of two tech-
nologies for mobile devices, namely positioning devices like GPS and wireless 
communication networks, is encouraging the development of new kinds of spa-
tial- and context-aware applications. The CHI project investigates the applica-
bility of these technologies for context-aware mobile computing applications 
that take advantage of new metadata-standards to enable semantic, user and de-
vice adapted services in the field of Tourism and Cultural Heritage management 
and presentation.  

 

 

 

 



Text-Based Gene Profiling

with Domain-Specific Views

Patrick Glenisson, Bert Coessens, Steven Van Vooren, Yves Moreau, and Bart
De Moor

Departement Elektrotechniek, Katholieke Universiteit Leuven, Kasteelpark Arenberg
10, 3001 Leuven (Heverlee)

{pgleniss, bcoessen}@esat.kuleuven.ac.be

The current tendency in the life sciences to spawn ever growing amounts
of high-throughput assays has led to the situation were the interpretation of
data and the formulation of hypotheses lag the pace with which information
is produced. Although the first generation of statistical algorithms scrutinizing
single, large-scale data sets found their way into the biological community, the
great challenge to connect their results to the existing knowledge still remains.
Despite the fairly large number of biological databases that is currently available,
we find a lot of relevant information presented in free-text format (such as textual
annotations, scientific abstracts, and full publications). Moreover, many of the
public interfaces do not allow queries with a broader scope than a single biological
entity (gene or protein).

Conversely, the process of successfully gaining insight into complex genetic
mechanisms will increasingly depend on a complementary use of a variety of
resources, including biological databases, ontologies, and specialized literature on
the one hand, and the expert’s knowledge on the other. We therefore consider the
knowledge discovery process as cyclic, i.e., requiring several iterations between
various information sources to extract a reliable hypothesis.

We implemented a methodology that covers various public biological re-
sources in a flexible text-mining system named TextGate that is designed to-
wards the analysis and summarization of groups of genes based on text. We
exemplify how structured term- and concept-centric profiles complement each
other by discussing 1) how genes involved in transscriptional up- and downreg-
ulation can be readily distinguished based on their term profiles, and 2) how
a group of genes related to colon cancer can be extended to other genes via
colinkage.

Through the use of domain vocabularies that are composed of standardized
gene or term nomenclatures, we demonstrate that our generated summaries are
suited for further connecting them to a variety of databases and ontologies,
hereby closing the analysis cycle. Finally, the core functionality of the TextGate
system is conceived as a SOAP service so it can be seamlessly integrated with
other systems.



Context-Aware Semantic Association Ranking 

Boanerges Aleman-Meza, Chris Halaschek, I. Budak Arpinar, and Amit Sheth 

Large Scale Distributed Information Systems (LSDIS) Lab,  
Computer Science Department, University of Georgia, Athens, GA 30602-7404 

{boanerg, ch, budak, amit}@cs.uga.edu 

Abstract. Discovering complex and meaningful relationships, which we call 
Semantic Associations, is an important challenge. Just as ranking of documents 
is a critical component of today’s search engines, ranking of relationships will 
be essential in tomorrow’s semantic search engines that would support discov-
ery and mining of the Semantic Web. Building upon our recent work on speci-
fying types of Semantic Associations in RDF graphs, which are possible to cre-
ate through semantic metadata extraction and annotation, we discuss a frame-
work where ranking techniques can be used to identify more interesting and 
more relevant Semantic Associations. Our techniques utilize alternative ways 
of specifying the context using ontology. This enables capturing users’ interests 
more precisely and better quality results in relevance ranking. 
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I know what you mean: semantic issues in
Internet-scale publish/subscribe systems

Ioana Burcea, Milenko Petrovic, and Hans-Arno Jacobsen

Department of Electrical and Computer Engineering
Department of Computer Science
University of Toronto, Canada

{ioana,petrovi,jacobsen}@eecg.toronto.edu

Abstract. In recent years, the amount of information on the Internet
has increased exponentially developing great interest in selective informa-
tion dissemination systems. The publish/subscribe paradigm is particu-
larly suited for designing systems for routing information and requests
according to their content throughout wide-area network of brokers. Cur-
rent publish/subscribe systems use limited syntax content-based routing.
Since publishers and subscribers are anonymous and decoupled in time,
space and location, often over wide-area network boundaries, they do not
necessarily speak the same language of use the same data and language
format. Consequently, adding semantics to current publish/subscribe sys-
tems is important. In this paper we identify and examine the issues in
developing semantic-aware content-based routing for publish/subscribe
broker networks.



A Context-Oriented RDF Database 

Mohammad-Reza Tazari 

Computer Graphics Center, Dept. Mobile Information Visualization 
Fraunhoferstraße 5, 64283 Darmstadt, Germany 

Saied.Tazari@zgdv.de 

Abstract. The importance of contextual knowledge in knowledge management 
and organizational memory is shown in topical literature.  Even in an initial 
visionary scenario for the Semantic Web, one can immediately encounter the 
contextual knowledge needed to realize the necessary services.  Hence, it is not 
inappropriate to claim that context management is an integral service of the 
Semantic Web.  After discussing the distributed nature of contextual 
knowledge, we define some requirements for a context-oriented database 
service and then introduce CORD as a service satisfying those requirements 
based on the Semantic Web technologies.  Selected features of CORD that 
provide some contribution to the discussions within the Semantic Web research 
community, like embedded resources, query language, and definition of rules, 
are discussed in some detail. 

 



An Adaptable Service Connector Model1 

 

Gang Li1, Yanbo Han1, Zhuofeng Zhao1, Jianwu Wang1, and Roland M. Wagner2 

1 Software Division, ICT, Chinese Academy of Science, PRC 

{ligang, yhan}@ict.ac.cn {zhaozf, wjw}@software.ict.ac.cn 
2 Fraunhofer ISST, Dortmund, Germany 

roland.wagner@isst.fhg.de 

 
 
 
Abstract. Service oriented computing is gaining popularity. In a typical contemporary 
service-oriented application, service connections are pragmatically implemented using protocols 
like SOAP. Through this kind of connection, services can be composed into applications. Service 
composition is regarded as a new approach for developing applications in network environments. 

However, service composition still faces serious challenges due to the openness and dynamism of 
network environment, such as grids. Let us take service grids as an example. Firstly, services freely 
join in or quit from a grid and most services in a grid continue evolving over time. Secondly, user 
requirements are subject to dynamic changes in a virtual enterprise environment. All these require 
service connections to be adaptable, so that service interactions can be easily reconfigured and 
involved services can be changed dynamically, while changes of service resources and user 
requirements take place. In this paper, we focus our research on how to make a service connection 
adapt to those changes. 

To make the connection adaptable, the connection structure ought to be changeable. As a semantic 
concept, role provides an organizing mechanism through which the abstraction of services with 
common functions is derived and marked by role features. With this mechanism, a role offers 
flexible connection structure, enabling service connection adaptation by reconfiguration. In this 
paper, we treat service connections as individual components called service connectors and present 
an adaptable service connector model that adopts a role mechanism to adjust connections between 
services. A role is an abstraction of services with common functionalities. It offers a changeable 
connector structure, enables reconfiguration of service interaction and encapsulates changes in 
interacting participants, by modifying the feature and related service references.  

 

                                                        
1 This paper is supported by the Young Scientist Fund of ICT Chinese Academy of Science under Grant No. 20026180-22 and the 

National Natural Science Foundation of China under Grant No. 60173018. 
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Abstract. The SEWASIE (SEmantic Webs and AgentS in Integrated
Economies) project (IST-2001-34825) is an European research project
that aims at designing and implementing an advanced search engine
enabling intelligent access to heterogeneous data sources on the web.

In this paper we focus on the Ontology Builder component of the SE-
WASIE system, that is a framework for information extraction and in-
tegration of heterogeneous structured and semi-structured information
sources, built upon the MOMIS (Mediator envirOnment for Multiple
Information Sources) system. The result of the integration process is a
Global Virtual View (in short GVV) which is a set of (global) classes
that represent the information contained in the sources being used. In
particular, we present the application of our integration concerning a
specific type of source (i.e. web documents), and show the extension of
a built-up GVV by the addition of another source.

� This research has been partially supported by EU IST-SEWASIE
3 http://www.w3.org/2001/sw/
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Abstract. The move to global economy has emphasized the need for
intelligent information sharing, and turned ontologies into a kernel is-
sue for the next generation of semantic information services. The push
towards an effective use of ontologies as a means to achieve semantic in-
teroperability is, in our opinion, shifting the focus from purely taxonomic
ontologies to more descriptive ontologies. These would namely provide
agreed descriptions of the data structures representing the complex or-
ganization of objects and links of interest within the targeted domain.
This paper analyzes the requirements for such descriptive ontologies,
and contrasts the requirements to the functionality provided by some
current representative approaches that have been proposed for ontology
management. Selected approaches originate from research in artificial in-
telligence, knowledge representation and database conceptual modeling.
The paper concludes that extending rich semantic data models with sup-
port for reasoning is an interesting alternative to extending description
logics with data management functionality.
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Abstract. RDF and related Semantic Web technologies have been the recent
focus of much research activity. This work has led to new specifications for RDF
and OWL. However, efficient implementations of these standards are needed to
realize the vision of a world-wide semantic Web. In particular, implementations
that scale to large, enterprise-class data sets are required. Jena2 is the second
generation of Jena, a leading semantic web programmers’ toolkit. This paper
describes the persistence subsystem of Jena2 which is intended to support large
datasets. This paper describes its features, the changes from Jena1, relevant
details of the implementation and performance tuning issues. Query optimization
for RDF is identified as a promising area for future research.
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Abstract

The Semantic Web is a candidate for the next generation of the World Wide Web.
It is anticipated that the number of metadata written in RDF (Resource Description
Framework) and RDF Schema will increase as the Semantic Web becomes popular.
In such a situation, demand for querying metadata described with RDF and RDF
Schema will also increase, and therefore effective query retrieval of RDF data is
important. To this end, we propose an indexing scheme for RDF and RDF Schema.
In our (proposed) scheme, we first extract four kinds of DAGs (Directed Acyclic
Graphs) from an RDF data, and extract all path expressions from the DAGs. Then,
we generate four kinds of suffix arrays based on the path expressions. Using the
indices, we can achieve efficient processing of query retrievals on RDF data includ-
ing schematic information defined by RDF Schema (for example, classes and/or
properties).

1
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Abstract.

In order to make Semantic Web effective, the first step was the development of

languages that could support data portability, namely XML, metadata

descriptions, namely RDF, and ontology management and inference, such as

DAML+OIL, OWL etc. Those languages have to be manipulated by

applications and many Application Programming Interfaces (APIs) have been

developed in order to accomplish this task. Obviously, they differ in

implementation details. Moreover, developers often would like to exploit more

than an API at a time. Another issue is that a developer would be very

advantaged if he could have a uniform support for some services across these

frameworks (such as query languages), despite the lack of standards. In this

paper, we present a component, called RDFCore,  developed in order to

overcome these problems. We will also illustrate the added value that our

framework provides to RDF in order to exploit the full potentiality of the

language and to employ it in research as well as in real world applications.

Consequently we will provide some test results on the performances of the

presented framework.
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Abstract.  A thesaurus, a gazetteer and a chronology have been integrated in a
consolidated ontology on the basis of the Topic Map pattern. The result has
been made accessible to a working information community of 89 environmental
authorities  in  Germany by Web Services  technology.  A semantically  shared
ontology can be shared physically in the Web.
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Abstract. Web Services (WS) are software modules that perform op-
erations that are network-accessible through XML messaging. Web Ser-
vices in the Semantic Web, that is, Semantic Web Services (SWS), should
describe semantically their structure and capabilities to enable its auto-
matic discovery, invocation and composition. In this work we present
a development environment to design SWS in a language-independent
manner. This environment is based on a framework that defines an ontol-
ogy set to characterize how a SWS should be specified. The core ontology
of this framework describes the SWS problem-solving behaviour and en-
ables the SWS design at a conceptual level. Considering this framework,
the SWS development environment is composed of (1) a graphical inter-
face, in which the conceptual design of SWSs is performed, and (2) a tool
set, which instantiates the framework ontologies according to the graph-
ical model created by the user, verifies the completeness and consistency
of the SWS through instance evaluation, and translates the SWS concep-
tual model description into SWS (and WS) languages, such as DAML-S,
WSDL or UDDI. This tool set is integrated in the WebODE ontology
engineering workbench in order to take advantage of its reasoning and
ontology translation capabilities.



APPLICATIONS OF PSL TO SEMANTIC WEB SERVICES

MICHAEL GRÜNINGER

ABSTRACT. In this paper we will show how the ontology of the Process Specification
Language can be used as an upper-level process ontology that serves as the semantic foun-
dation for the DAML-S ontology for web services.

1
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Abstract

In this paper, we present h-match, an algorithm for dynamically matching dis-
tributed ontologies. By exploiting ontology knowledge descriptions, h-match
can be used to dynamically perform ontology matching at different levels of
depth, with different degrees of flexibility and accuracy. h-match has been de-
veloped in the Helios framework, conceived for supporting knowledge sharing
and ontology-addressable content retrieval in peer-based systems.

? This paper has been partially funded by “Wide-scalE, Broadband, MIddleware for
Network Distributed Services (WEB-MINDS)” FIRB Project funded by the Italian
Ministry of Education, University, and Research.
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Abstract. Sharing resources on a world-wide scale is a current research topic. Nowadays, peer-
to-peer architecture is considered as a scalable solution to this issue. However, a lot of 
problems to extend this architecture for data storage remain open. When information is not 
highly replicated, localization of nodes storing relevant data becomes essential to avoid 
covering completely the network. To this purpose, we try to propagate a query towards nodes 
potentially storing relevant data. Information about nodes relevance is obtained by users’ 
experiences. In an applicative context where “communities of interest” exist, we create logical 
and semantic links not only to specify the nodes relevant for a community, but also to link 
communities with a related interest. The proposed pattern has been created with respect to Peer-
to-Peer philosophy and so as to consider the evolution of communities.  

                                                           
1 This research is done in the context of the PADOUE project ( http://www-poleia.lip6.fr/padoue) financed 
by ACI GRID : http://www-sop.inria.fr/aci/grid/public 
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Abstract. RDF/XML has been widely recognized as the standard for
annotating online Web documents and for transforming the HTML Web
to the so called Semantic Web. In order to enable widespread usability
for the Semantic Web there is a need to bootstrap large, rich and up-
to-date domain ontologies that organize most relevant concepts, their
relationships and instances. In this paper, we present automated tech-
niques for bootstrapping and populating specialized domain ontologies
by organizing and mining a set of relevant Web sites provided by the
user. We develop algorithms that detect and utilize HTML regularities
in the Web documents to turn them into hierarchical semantic structures
encoded as XML. Next, we present tree-mining algorithms that identify
key domain concepts and their taxonomical relationships. We also extract
semi-structured concept instances annotated with their labels whenever
they are available. Experimental evaluation for the News and Hotels do-
main indicates that our algorithms can bootstrap and populate domain
specific ontologies with high precision and recall.
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Abstract

The effective implementation of the Semantic Web vision is highly dependent
upon the widespread availability of large collections of semantically rich resources
which are trustworthy and meaningful. Since semantic classification is depen-
dent upon complex ontologies, a recognized difficulty is the steep learning curve
presented to human classifiers when attempting to utilize such ontologies. One
important method to foster an increase in web accessible, semantically tagged
resources is to make available tools which allow users to explore and understand
relevant ontologies and to present relevant categories with which to tag new
data.

In this paper we first describe an experiment of classification, evidencing
some of the observed problems that human classifiers have when trying to cat-
alogue a web resource, especially when they are expert in the site domain but
not generally expert in classification tasks and are not familiar with the domain
ontologies. Subsequently we give a numerical interpretation of the observed quan-
tities in order to build a model capable of measuring the difficulties involved in
classification tasks. Towards this end, we introduce a codebook entropy analogy
for the the selected keywords, and we interpret the quantity of information given
by the keywords as disorder and disagreement between the classifiers.

In the second part we describe preliminary investigations of how an im-
portant and powerful data mining technique, Latent Semantic Indexing (LSI),
might help in the design and implementation of tools that guide users in se-
mantic tagging tasks. We applied LSI to a large portion of the Open Directory
Project (ODP) catalogue, one of the largest repositories of semantically tagged
resources available today. We computed statistical information concerning cate-
gory relationships in the ODP data set, and we incorporated structural informa-
tion by modifying the LSI space construction process. We built several modified
LSI spaces using different techniques, and we have found that spaces containing
structure information perform better both in terms of precision and recall when
extracting meaningful topics for documents that must be classified.
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Abstract We study formal aspects of querying databases containing
RDF data. We present a formal definition of a query language for
RDF and compare it with other proposals. Our language is intended
to make it easy to formalize and prove results about its properties.
We study novel features of query languages derived from the presence
of blank nodes and reification. Finally we provide complexity results
for query processing, static optimization of queries, and redundancy
elimination in answers.
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Abstract

XML and RDF are becoming dominant standards for storing and exchanging
information on the World Wide Web. With their increasing use in dynamic
applications such as e-commerce and e-learning there is a need for the support
of reactive functionality on XML and RDF repositories. Event-condition-action
(ECA) rules are a natural candidate for this.

ECA rules automatically perform actions in response to events provided that
stated conditions hold. They allow an application’s reactive functionality to be
defined and managed within a single rule base rather than being encoded in
diverse programs, thus enhancing the modularity and maintainability of the
application. Also, ECA rules have a high-level, declarative syntax and so are
amenable to analysis and optimisation techniques which could not be applied if
the same functionality were expressed directly in programming language code.

An ECA rule has the general syntax
on event if condition do actions

The event part specifies when the rule should be triggered, the condition part is
a query which determines if the database is in particular state, and the action
part states the actions to be performed automatically if the condition holds.
Executing a rule’s actions may in turn trigger further ECA rules, and the rule
execution proceeds until no more rules are triggered.

This paper discusses the provision of ECA rules on XML and RDF reposito-
ries. We begin with a brief review of related work on ECA rules for XML. We
then describe our language for specifying ECA rules on XML repositories, and
present a prototype implementation of it. This language can be used for RDF
data which has been serialised as XML but we are also exploring ECA rule lan-
guages for RDF that will operate on a graph/triple representation. We present
an archetypal such language and also an architecture for distributed deployment
of such RDF ECA rules. Along the way, we discuss directions of further work
for both languages.

The work reported here is part of the ongoing SeLeNe project, which is
investigating techniques for managing RDF repositories of educational metadata,
and providing syndication, personalisation and notification services over this
metadata (see http://www.dcs.bbk.ac.uk/selene).
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Abstract. The intersection of Description Logic inspired ontology lan-
guages with Logic Programs has been recently analyzed in [GHVD03].
The resulting language, called Description Logic Programs, covers RDF
Schema and a notable portion of OWL Lite. However, the proposed map-
ping in [GHVD03] from the corresponding OWL fragment into Logic
Programs has shown scalability as well as representational deficits within
our experiments and analysis. In this paper we propose an alternative
mapping resulting in lower computational complexity and more repre-
sentational flexibility. We also present benchmarking results for both
mappings with ontologies of different size and complexity.
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Abstract. All engineering firms maintain archives of previously designed arti-
facts, often in the form of databases of computer aided design (CAD) data. Design
repositories are an evolution of such databases to include more heterogenous in-
formation and to provide enhanced capabilities through the application of knowl-
edge representation techniques. This paper introduces on-going work on applying
description logic and the Semantic Web to constructing such design repositories.

? At the National Institute of Standards and Technology during preparation of this document.
?? Also of the Department of Mechanical Engineering; Email:regli@drexel.edu
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Abstract. This paper describes an approach for the querying of het-
erogeneous XML resources using an ontology-based mediator. Here an
ontology is an Entity-Relationship schema defined independently of the
schemas of the data sources. The sources are described to the mediator
by means of mapping rules as in the Local-As-View approach to data in-
tegration. User queries are conjunctive queries formulated in terms of the
ontology, and answers to these queries are obtained by rewriting them to
XQuery expressions and evaluating these on the data sources. A formal
semantics for queries is defined by interpreting XML sources into ER
models. As there can be many such interpretations, a certain answer to
a query is one which is true in all of them. We describe the rewriting
algorithm and we show its completeness and correctness with respect to
the given semantics. We also give an algorithm for producing a canonical
model of the ontology and the interpreted data sources. It is shown that
the certain answers can also be obtained by evaluating the query to just
this one model.

? This work is funded by a scholarship from the French National Institute for Research
in Computer Science and Control (INRIA).

?? Research funded by NWO grant 612.000.106.
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Abstract. Semantic Web (SW) technology aims to facilitate the inte-
gration of legacy data sources spread worldwide. Despite the plethora of
SW languages (e.g., RDF/S, DAML+OIL, OWL) recently proposed for
supporting large scale information interoperation, the vast majority of
legacy sources still rely on relational databases (RDB) published on the
Web or corporate intranets as virtual XML. In this paper, we advocate a
Datalog framework for mediating high-level queries to relational and/or
XML sources using community ontologies expressed in a SW language
such as RDF/S. We describe the architecture and the reasoning services
of our SW integration middleware, called SWIM, and we present the
main design choices and techniques for supporting powerful mappings
between different data models, as well as, reformulation and optimiza-
tion of queries expressed against mediation schemas and views.

� This work was partially supported by the EU project SeLeNe (IST-2001-39045).
�� Work performed during the visit of the author at ICS-FORTH.
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Business contract knowledge exists dispersed in different domains. For 
successful business process functioning, a precise, clear understanding and 
interpretation of contractual terms and conditions is required. A semantic 
interpretation of contract obligations and their required performances to fulfill 
the obligations, is aimed to bridge the existing gap between business process 
management and contract management. The increasing impact of e-commerce 
also necessitates the requirement for centralized, reusable knowledge bases. 
This paper presents conceptual models and an ontological representation 
methodology for capturing semantic interpretations of business contracts in a 
Multi Tier Contract Ontology.  
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Abstract 
The Visual Semantic Web (ViSWeb) paradigm enhances human accessibility to the 
current Semantic Web technology by enabling the visualization of knowledge. Arguing 
against the claim that humans and machines need to look at different knowledge 
representation formats, Object-Process Methodology (OPM) is shown to enable 
modeling of systems in a single graphic and textual model. ViSWeb provides for 
representation of knowledge over the Web in a unified way that caters to humans as well 
as machines. ViSWeb is developed as an OPM-based layer on top of XML/RDF/OWL 
to express knowledge visually and in natural language. Both the graphic and the textual 
representations are strictly equivalent. Being intuitive yet formal, they are not only 
understandable to humans, but are also amenable to computer processing. The 
advantages of the ViSWeb approach include equivalent graphic-text knowledge 
representation, visual navigability, semantic sentence interpretation, specification of 
system dynamics, and complexity management. The ability to use such bimodal 
knowledge representation that is both human understandable and machine processable is 
a major step forward in the evolution of the Semantic Web.   
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Abstract 

 
In this article, we present the application Wishbone, an innovative search engine to 

explore complex document database. Dedicated to the intranet document site of our 
society, we present in this paper how we managed to improve the request process by 
avoiding the “all or nothing” syndrome for a too fuzzy or too demanding request 
respectively, offering also the maximum of smoothness in the way the user formulates 
the query. We particularly focused our attention on the interaction between a web 
database and its users, either during a consultation or an interrogation process. This 
web context can be found in multiple environments like an intranet, a FAQs site, self-
assistance, sale catalogues or document data bases. First we analyse document 
consultation sites in regard to quality criteria. In a second step, we describe our 
approach to furnish a software response to the problematic of settling, management 
and interaction of an online document database. All this work was accomplished 
using as example an enterprise document database with various documents like 
contracts, business notes and bug reports. 

 
 
Keywords :  document database, web mining, search 

engine, knowledge management 
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