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Abstract— The problem of finding interesting and actionable patterns is a major challenge in data mining. It has been studied by many data mining researchers. The issue is that data mining algorithms often generate too many patterns, which make it very hard for the user to find those truly useful ones. Over the years many techniques have been proposed. However, few have made it to real-life applications. At the end of 2005, we built a data mining system for Motorola (called Opportunity Map) to enable the user to explore the space of a large number of rules in order to find actionable knowledge. The approach is based on the concept of rule cubes and operations on rule cubes. A rule cube is similar to a data cube, but stores rules. Since its deployment, some issues have also been identified during the regular use of the system in Motorola. One of the key issues is that although the operations on rule cubes are flexible, each operation is primitive and has to be initiated by the user. Finding a piece of actionable knowledge typically involves many operations and intense visual inspections, which are labor-intensive and time-consuming. From interactions with our users, we identified a generic problem that is crucial for finding actionable knowledge. The problem involves extensive comparison of sub-populations and identification of the cause of their differences. This paper first defines the problem and then proposes an effective method to solve the problem automatically. To the best of our knowledge, there is no reported study of this problem. The new method has been added to the Opportunity Map system and is now in daily use in Motorola.

I. INTRODUCTION

In many engineering applications of data mining, the task is to find causes of different problems so that improvements can be made to product designs and/or manufacturing processes in order to produce better products in the future. Our work reported in this paper belongs to this type and is done in collaboration with Motorola Inc. In one of the main applications, Motorola’s goal is to discover possible reasons of cellular phone call failures (i.e., to identify situations in which all phones or even a particular model of phones are more likely to fail). Engineers can use the discovered information to focus their efforts to determine what may be the root causes of the failures in the phone designs through further laboratory simulation and investigation. Throughout this paper, we will use this application as an example to motivate and illustrate our proposed ideas and the system. This application was also the first application that Motorola was interested in. However, our deployed system (called Opportunity Map) has been used in a large number of other data mining applications involving more than 30 data sets in Motorola since its deployment. Our work is thus general and is not specific to a particular application.

This project started in August 2004 when we were asked to build a data mining system to solve the above problem. The data set (cellular call logs) that we obtained is like any classification data set, except that it is very large. It has more than 600 attributes and more than 200GB of data every month. Some of the attributes are continuous and some are categorical. One attribute indicates the final disposition of the call such as failed during setup, dropped while in progress, and ended successfully. This attribute is the usual class (target) attribute in classification (or supervised learning), and it takes categorical/discrete values. The classes are highly skewed in the data because successfully ended calls represent a very large proportion of the data and the failure cases are rare. However, it is the rate of incidence of the failure classes that is interesting to our users. Unbalanced sampling is used before mining, which has been shown to work quite well.

Two types of data mining are usually performed on such data.

Predictive data mining: The objective of predictive data mining is to build a predictive or classification model from the training data set that can be used to classify future cases or to predict the classes of future cases. This has been the focus of research of the machine learning community. However, our application is not aimed at predicting failure during a call. Instead, we need to find interesting patterns or knowledge that can be used by engineers to improve phone designs, which belongs to diagnostic data mining discussed below.

Diagnostic data mining: The objective of diagnostic data mining is to find causes of problems and actionable
knowledge in order to solve the problems. No prediction or classification is needed. In the above example, the problems are failed during setup and dropped while in progress. A large number of data mining applications in engineering domains are of this type because product improvement is the key issue.

From a research point of view, diagnostic data mining falls in the area of interestingness in data mining, which aims to find interesting and actionable knowledge from a large number of patterns discovered from the data [e.g., 2, 15, 17, 19, 26, 28]. The interestingness problem can be stated as follows: Many data mining techniques often produce a large number of rules or patterns (e.g., association rules), which make it very difficult for manual inspection of the rules to identify those interesting or actionable ones. Over the years, many techniques have been proposed to deal with this problem in order to help the user find actionable knowledge. However, despite these efforts, interestingness remained to be a challenging problem. Few existing techniques have made it to real life applications [20]. This is in contrast with predictive data mining or classification, which has been highly successful. A large number of classification techniques are widely used in practical applications in almost every domain.

The difficulty of the interestingness problem is often attributed to the fact that interestingness is highly subjective. It depends on the user’s current needs and his/her existing domain knowledge [2, 15, 17, 28, 33, 32]. While this is true, in [20] we pointed out several misconceptions of the previous research on interestingness and also discovered a major shortcoming of the existing rule mining paradigm itself. This paradigm tends to fragment the knowledge space and creates many holes in the space, which make it very difficult for the user to find interesting knowledge. A new approach was then proposed, which is based on the idea of rule cubes and operations on rule cubes. A rule cube is like a data cube but stores rules. Operations on rule cubes are OLAP operations [4, 8] with some enhancements and visualization. Thus, the idea is to make it easy for the user to systematically explore the rule space and in the process to find actionable knowledge. In Section III, we will introduce this approach. At the end of 2005, we built a system, called Opportunity Map, based on the approach, which was also deployed in Motorola at that time. The system has been in regular use in Motorola since then. In the past 2.5 years, several improved versions were also built and deployed.

In the application process, some important issues also manifested. One of the key issues is that although the operations on rule cubes are flexible, each operation is primitive and has to be initiated by the user. Finding a piece of actionable knowledge typically involves a large number of operations and extensive visual inspection by the user, which are labor-intensive and time-consuming on the user’s part. Thus, the question is whether we can automate some operations to make the process of finding useful knowledge more convenient.

From our observations and monthly interactions with our users, we also discovered that comparison is the key to finding interesting and actionable knowledge. Note that all the analysis were done by Motorola engineers using our system as their applications need extensive domain knowledge. Over the period of more than two years, our users showed us many interesting findings. It has always been the case that each finding was presented in contrast with some other piece of information or knowledge. We thus conjecture that a piece of knowledge is only interesting in a meaningful context or in comparison with some other piece(s) of knowledge (the context), which our users agree.

This conjecture is by no means surprising. It is probably true everywhere in general because in life it is always the differences of things that make them interesting.

Although comparison is an important problem, limited work has been done in the data mining research community. In this paper, we propose a particular comparison function which has been shown crucial in all our applications so far. We thus believe that the proposed function is generic and is likely to be applicable to engineering applications in other domains.

The problem that the function aims to solve is to compare sub-populations of two attribute values with respect to their differences on some target class. For example, our classes are “dropped call” (abnormal) and “successful call” (normal). We have an attribute called Phone-Model. After the user sees that the drop rate (proportion of dropped calls) of phone model 1 (bad phone) is significantly higher than the drop rate of phone model 2 (good phone). Note that the two phone models are two values of the attribute Phone-Model. The user wants to know which attributes best distinguish the two phones. This involves the comparison of behaviours of the two phones from every attribute dimension. Although our early versions of the system allow the user to compare two phones with regard to an attribute, comparing more than 200 attributes is a daunting task. Note that although the original data set has more than 600 attributes, only more than 200 attributes are related to phone performances. These attributes were identified by our domain experts. The user not only needs to perform a large number of slicing and dicing operations on the rule cubes. He/she also has to manually compare the visualization results of our system. Both these tasks are very time-consuming. In the end, the user may find that Time-of-Call is a significant attribute that distinguishes these two phone models. For example, in the evening, both phones behave similarly, but in the morning and in the afternoon phone 1 performs much worse than phone 2. This piece of knowledge is very useful because based on this the design engineers can investigate what may cause the poor drop rate of the day time from the design point of view so that future designs can avoid the problem.

This work makes the above tedious and mentally demanding comparison task completely automatic. The user only needs to select two phones or any two attribute values to be compared. The system then ranks all the other attributes based on their levels of interestingness and highlights where the user should focus his/her attention on. He/she thus only needs to view the top few attribute to find the highly
distinguishing attributes. In Section III, we will formulate the problem. In Section IV, we propose and justify the formula used to compute the interestingness of each attribute based on the comparison of behaviours of two sub-populations defined using the two attribute values.

The new function has been implemented in the current version of the Opportunity Map system. Our users are very happy about this function. In the past, they have to perform a large number of operations in order to find something interesting. Due to the large number of attributes, they typically only selectively compare a few attributes that they believed to be most relevant. This results in some important and unexpected attributes being overlooked. The new function solves the problem. It not only makes their work easier but also ensures that no important attribute is missed.

II. RELATED WORK

This work is related to three main areas of research, rule interestingness analysis, rule visualization and exception mining from data cubes in the OLAP framework. Below we discuss them in turn.

There are several existing interestingness methods that can help the user find interesting knowledge.

Unexpectedness: In this method, the user is asked to give some existing knowledge and the system then finds those unexpected rules [5, 9, 10, 12, 17, 19, 25, 31, 32, 37]. These approaches are based on the comparison of the user’s existing knowledge with the discovered rules. However, this approach did not work well in practice because our users were not sure what to expect. They wanted our system to find interesting knowledge for them.

Rule ranking: This method ranks rules according to some interestingness measures [2, 10, 32]. Our experiences show that almost all top ranked rules represent some artifacts of the data rather than any useful patterns. Moreover, giving only individual rules without contexts to compare with is not appropriate or interesting as discussed in our previous work [20]. Although our method presented in this paper also performs ranking, we do not rank rules, but attributes based on comparison. Our approach is also entirely different because we want to find the most distinguishing attributes of two attribute values together with a class, rather than measuring each rule in some way and then ranking all the rules.

Querying and filtering: In [7, 15, 24], some data mining query languages are proposed that can be used to select the right data to mine different types of rules. These systems are not for querying the mined rules. [7, 22, 34, 35] report several rule query languages to enable the user to specify what rules that he/she needs and the system then retrieves the relevant rules. We tried this approach, but our users did not know what to ask as discussed in [20]. In [33], a set of rule post-processing operators are defined to allow the user to filter unwanted rules, select rules of interest to him/her and group rules. These techniques are useful but not sufficient.

In the OLAP context, [29, 30] reports a “discovery-driven” exploration method for mining exceptions from data cubes. Exceptions are cube cells with dramatically larger or smaller values than other cells. The technique in [29, 30] also summarizes the exceptions at appropriate levels of detail or explain them by finding lower level cells which contribute to the exceptions. More specifically, an information theoretic formulation and a dynamic programming algorithm are used to explain differences in multidimensional aggregates. It lets the analyst get summarized reasons for drops or increases as observed at an aggregated level. Our work is quite different. First of all, our cubes contain rules, which are different from the traditional data cubes. Second, our cubes have no hierarchy and thus no multiple levels of aggregations as all attributes are treated at the same and one level. Third, our method does not find exceptions (our previous work in [20] does). Instead, the proposed algorithm finds attributes which best distinguish the user-selected attribute values with respect to a class. The idea will be clear later.

Regarding data mining results visualization, our work is related to rule visualization [13]. [11] proposes interactive mosaic plots to visualize the contingency tables of association rules. In [6], classification rules are visualized using rule polygons. [21] visualizes association rules found in text documents. [38] visualizes the temporal behaviour of rules. [24] uses parallel coordinates to visualize rules. Important rules in terms of support and confidence values are also highlighted with a grid view. [11] uses 3D graphs to visualize rules by emphasizing their supports and confidences. In [13], a post-processing environment is proposed to browse and visualize association rules so that the user can divide a large rule set into smaller ones. In [21], ordering of categorical data is studied to improve visualization, reducing clutter. It is mainly useful for parallel coordinates such as [24] and other general spreadsheet types of visualization.

The above approaches mainly help to visualize individual rules. They do not actively help the user find useful knowledge. They visualize rules without sufficient contextual information because rule mining techniques eliminate much of such information. They thus differ from our approach in terms of both the goal and the visualization. Our visualization is based on rule cubes, OLAP operations and comparisons.

III. PROBLEM STATEMENT

In this section, we first describe the type of rules used in our applications, and then give some background of our previous work on using rule cubes to support the process of discovering actionable knowledge. The problem solved in this paper is defined in the framework.

A. Class Association Rules

As our data sets are typical classification data sets, rules are of the following form

\[ X \rightarrow y, \]

where \( X \) is a set of conditions and \( y \) is a class, e.g., for our example data set \( y \in \{ \text{failed-during-setup, dropped-while-in-progress, ended-successfully} \} \). This paper focuses on helping the user identify useful knowledge based on such rules. These rules basically give the conditional probabilities of \( \text{Pr}(y|X) \),
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which are exactly what a diagnostic data mining application is looking for. Moreover, such rules are easily understood by the user, which is a necessary requirement of our applications.

It is easy to see that such rules are classification rules, which can be produced by classification algorithms such as decision trees [27], rule induction [16], and class association rule mining [18]. However, traditional classification techniques such as decision trees and rule induction are not suitable for the task due to the following reasons:

1. A typical classification algorithm only finds a very small subset of the rules that exist in data [27]. Most of the rules are not discovered because their objective is to find only enough rules for classification. However, the subset of discovered rules may not be useful in the application. Those useful rules are left undiscovered. We call this the completeness problem.

2. Due to the completeness problem, the context information of rules is lost, which makes rule analysis later difficult because the user does not see the complete information.

Class association rule mining [18] is found to be more suitable as it generates all rules in data that satisfy the user specified minimum support and minimum confidence thresholds. Class association rules are a special type of association rules [1] with only a class on the right-hand-side of each rule. Although class association rule mining requires every attribute in the data to be discrete, this is not a problem as there are many existing discretization algorithms that can be used to discretize each continuous attribute into intervals. Class association rules are, however, still not sufficient as we will see below.

B. Rule Cubes

In [20], we proposed to use cubes and OLAP operations on cubes to enable the user to explore the rule space in systematic and flexible ways. Enhanced with several methods to automatically find exceptions, trends and influential attributes (called general impressions [17, 20]), this framework has been shown highly successful in helping the user find actionable knowledge. What is also important is that rule cubes and operations on rule cubes can be visualized easily. Good visualization is a must for real-life applications. Below, we introduce rule cubes. The operations on rule cubes are basically the same as those in OLAP, but without multiple levels of aggregations. In a nutshell, rule cubes are cubes that store rules.

Let the set of attributes in the data \( D \) be \( A = \{A_1, A_2, \ldots, A_n\} \). Let the class attribute be \( C \). Let the domain or the set of possible values of an attribute \( A_i \) be \( \text{dom}(A_i) \).

Class association rules (CAR) can be converted into cubes as follows: A class association rule miner [18] first mine rules of the form: \( X \to y \), where \( X \) is a set of conditions, and \( y \in \text{dom}(C) \) is a class. A condition is an attribute value pair: \( A_i = a_i \) \( (a_i \in \text{dom}(A_i)) \). Every condition uses a distinctive attribute.

Given any subset of attributes, \( \{A_{i_1}, \ldots, A_{i_p}\} \subseteq A \), we use \( S \) to denote the set of all possible rules using the set of attributes:

\[
S = \{(A_{i_1}=v_1, \ldots, A_{i_p}=v_p \rightarrow C = c_k) \mid v_i \in \text{dom}(A_{i_i}), \ldots, v_p \in \text{dom}(A_{i_p}), c_k \in \text{dom}(C)\}
\]

The supports and confidences of the rules are omitted here. It is easy to see that all the rules using the attributes can be represented as a cube with \( p+1 \) dimensions (1 being the class attribute). We call this a rule cube. The measurement attribute, which we do not have explicitly, is the support/frequency count of data records that satisfy each rule. Thus, each cell of the rule cube is represented with

\[
A_{i_1}=v_1, \ldots, A_{i_p}=v_p, C = c_k
\]

Its cell value is the number of data points that contains \( (A_{i_1}=v_1, \ldots, A_{i_p}=v_p, C = c_k) \), which is simply the support count of the rule:

\[
A_{i_1}=v_1, \ldots, A_{i_p}=v_p \rightarrow C = c_k
\]

The confidence of the rule can be computed with

\[
\text{conf}(A_{i_1}=v_1, \ldots, A_{i_p}=v_p \rightarrow C = c_k) = \frac{\text{sup}(A_{i_1}=v_1, \ldots, A_{i_p}=v_p, C = c_k)}{\sum_{k=1}^{\text{dom}(C)} \text{sup}(A_{i_1}=v_1, \ldots, A_{i_p}=v_p, C = c_k)}
\]

where the function \( \text{sup} \) gives the support count of a cube cell.

Let us see an example. We have a data set with three attributes. One of them is the class attribute \( C \), which has two values, yes and no. The other two attributes are \( A_1 \) and \( A_2 \). \( A_1 \) has four possible values \( a, b, c, \) and \( d \), and \( A_2 \) has three possible values \( e, f, g \). Assume that the data set has 1158 data points. The rule cube is shown in Fig. 1, which represents 24 rules (3x4x2).

As an example, the rule, \( A_1 = a, A_2 = e \rightarrow C = \text{yes} \), has the support of 100/1158, and the confidence of 100/(100+50). The rule, \( A_1 = a, A_2 = f \rightarrow C = \text{yes} \), has the support of 0 and the confidence of 0. We see that the support and the confidence of each rule can be easily computed if we have the rule cube. In visualizing rules, we will have both values computed and visualized.

One important note is that to store rules in a rule cube, we need to set both the minimum support and minimum confidence in rule mining to 0. Otherwise, many cells in a cube will be empty as we do not know their counts. Setting the two thresholds to 0 is also very important from a context point of view because it removes holes in the knowledge space and which make discovering actionable knowledge much easier for the user. See [20] for detailed discussions. Clearly, this will result in a huge number of rules due to combinatorial explosion. However, our experiences show that practical applications seldom needs long rules (with three or more conditions). Thus, we only store two-condition rules. When longer rules for some attributes or values are needed, a restricted mining can be carried out, which is done in our system. In our current implementation, we store all 3-dimensional rule cubes. For each cube, one of the dimensions is always the class attribute. The other two dimensions are two other attributes.

OLAP operations, such as roll-up, drill-down, slice and dice, are used to explore these cubes. Mining of general
expressions are also carried out in the process. In the actual visualization, supports and confidences of each rule are also displayed.

\[
\begin{array}{ccc}
\text{C} & \text{No} & \text{Yes} \\
\text{A}_1 & \begin{array}{ccc} 100 & 0 & 80 \\
\text{A}_2 & \begin{array}{ccc} 8 & 60 & 50 \\
\text{A}_3 & \begin{array}{ccc} 120 & 60 & 50 \\
\end{array}
\end{array}
\end{array}
\end{array}
\]

Fig. 1: A rule cube example representing 24 rules.

C. Problem Definition

We now define the specific problem that we want to solve in this work.

**Input:** Two one-conditional rules composed of two values \(v_{ij}\) and \(v_{ik}\) of the same attribute \(A_i\) and a class of interest \(c_r\):

- **Rule 1:** \(A_i = v_{ij} \rightarrow c_r \sup_{1} \cf_{1}\)
- **Rule 2:** \(A_i = v_{ik} \rightarrow c_r \sup_{2} \cf_{2}\)

where \(\sup_{1}\) and \(\sup_{2}\) are the supports of the two rules respectively, \(\cf_{1}\) and \(\cf_{2}\) are the confidences of the two rules respectively. These terminologies conform to those in association rules mining [1, 8]. Without loss of generality, we assume that \(\cf_{1} < \cf_{2}\) and both supports (\(\sup_{1}\) and \(\sup_{2}\)) are large enough for meaningful analysis (which is decided by the user). Note that in the rule cube framework, the two rules are simply two cells in a rule cube.

It is possible that \(\cf_{2}\) is much larger than \(\cf_{1}\), and the user wants to find out what is the cause of the large difference. For example, in our application, drop rates of the two phones are very different. Drop rates are the confidences here.

**The task:** Compare the two sub-populations of data records with \(A_i = v_{ij}\) and \(A_i = v_{ik}\) respectively. Let the original data set be \(D\). The two sub-populations, denoted by \(D_j\) and \(D_k\), are defined as:

- \(D_j = \{d \in D | A_j(d) = v_{ij}\}\)
- \(D_k = \{d \in D | A_k(d) = v_{ik}\}\),

where \(A_i(d)\) means the attribute \(A_i\) of the data record \(d\).

The objective of the task is to produce a ranked list of attributes:

\[A_{1} \geq A_{2} \geq \ldots \geq A_{(n-1)}\]

where \(A_i \in A\) and \(A_j \neq A_i\), \((A_i \in A)\). The ranking is done based on an interestingness measure \(M_i\), i.e.,

\[\text{if } M_i \geq M_j \text{ then } A_{ri} \geq A_{sj}\]

We will present the interestingness measure in Section IV. Let us use our example application to give an intuition about the interestingness measure.

For example, the user sees that two phone models have very different drop rates, which are the confidences of the following two rules:

- **PhoneModel = ph1 \rightarrow \text{drop} \cf_{1} = 2\%**
- **PhoneModel = ph2 \rightarrow \text{drop} \cf_{2} = 4\%**

Clearly, phone 1 (ph1) is much better than phone 2 (ph2) on the drop rate (confidence). The idea is that the user wants to know which attributes best distinguish the two phones with regard to the huge difference in the drop rates. In other words, he/she would like to see certain values of the attributes that contribute significantly to the additional drops of ph2 as compared to ph1.

To make this concrete, let us use an example attribute to illustrate what is interesting and what is not. This illustration also serves as a motivation for the proposed interestingness measure presented in the next section. We use the attribute **Time-of-Call**, which shows the time when each call is made. Assume that the attribute takes only three values, morning, afternoon, and evening. Fig. 2 shows two situations: one is interesting and the other is not.

In Fig. 2(A), the drop rates of the two phones are shown side-by-side for morning, afternoon, and evening (of the attribute **Time-of-Call**). As we know that ph2’s drop rate is twice as large as that of ph1, then Situation 1 in Fig. 2(A) is not interesting because ph2’s drop rate is about twice as bad as that of ph1 for every attribute value (morning, afternoon or evening). Thus, the attribute **Time-of-Call** in this case does not give us any extra information because we already know that ph2’s drop rate is twice as high as that of ph1. This situation is thus expected.

![Diagram](image_url)

**Fig. 2:** Illustration of the interestingness measure

However, the situation in Fig. 2(B) is very interesting because we can see that the drop rates of ph1 and ph2 in the
afternoon and in the evening are about the same, but the drop rate of ph2 is much higher than 4% in the morning. Thus, it is quite clear that it is the morning calls that make ph2 bad. This piece of information is highly actionable because it isolates the problem of ph2 (phone 2). The design engineers can then investigate what phone parameters or components cause this high rate of call drops in the morning (all the other conditions are the same for the calls on both phones).

In contrast, in the first situation (Fig. 2(A)), the user still does not know what is wrong with ph2 because the problem with ph2 cannot be isolated based on Time-of-Call.

With this example, we are ready to present the interestingness measure, which is used to rank the attributes. Before we go to that, let us first see how the user can find such important attributes based on OLAP operations on rule cubes. Essentially, for a rule cube that contains the Phone-Model attribute, the user needs to do a slice operation by selecting two values, i.e., ph1 and ph2. The system also needs to compute the confidence values (drop rates) of the drop call class and shows the drop rates along the other dimension (or attribute). The visualization is like any of those in Fig. 2. The user then needs to manually inspect and compare all the bars in order to find whether there is anything interesting. To find the best attribute, the user potentially has to perform these actions for every attribute. If the data set has many attributes (hundreds of them), this is a daunting task. In fact, one of our users (the third author of the paper) literally went through all the attributes one-by-one for one data set because this comparison is extremely important. Imagine in the application, many pairs of phones need to be compared; this becomes an even harder, if not impossible, task. The proposed auto-comparison comes handy and has been shown very helpful.

One question that one may ask is whether the comparison capability is only applicable to different products or it is generally applicable to any attribute values. Clearly, comparing behaviors or performances of different products is useful in any engineering or manufacturing domain because it enables the engineers to pinpoint the specific weaknesses (or strengths) of a product in comparison with its competitors. However, this comparison is also very useful for other attributes. For example, we may find that in general calls in the morning tend to drop much more frequently than in the afternoon. Then, it is interesting to know what cause this poor performance in the morning. It may be discovered that the network equipment is not stable in the morning due to high call volumes.

IV. THE INTERESTINGNESS MEASURE

We now present the interestingness measure based on the comparison of two sub-populations defined in Section III(C). Some other related issues will also be dealt with.

A. The Interestingness Measure

Let the original data set be D and the set of attributes of D be \( A = \{A_1, A_2, \ldots, A_n\} \). To simplify the presentation, without loss of generality, we assume that the attribute used in the two rules given by the user for analysis is the first attribute. Then the rules are:

Rule 1: \( A_1 = v_1 \rightarrow c_a \ sup_1 \ cf_1 \)
Rule 2: \( A_1 = v_2 \rightarrow c_a \ sup_2 \ cf_2 \)

Again without loss of generality, we assume that \( cf_1 < cf_2 \). We will not consider the supports (\( sup_1 \) and \( sup_2 \)) as we assume that they are sufficiently large for useful analysis as determined by the user. The sub-populations \( D_1 \) and \( D_2 \) are:

\[
D_1 = \{d \in D \ | \ A_1(d) = v_1\} \quad \text{and} \\
D_2 = \{d \in D \ | \ A_1(d) = v_2\}.
\]

where \( A_1(d) \) is the first attribute of the data record \( d \). Recall our objective is to discover what causes \( cf_2 \) to be high as compared to \( cf_1 \), i.e., to discover attributes that best distinguishes \( A_1 = v_1 \) and \( A_1 = v_2 \) with respect to class \( c_a \).

The two sub-populations or sub-data sets \( D_1 \) and \( D_2 \) are compared with respect to each attribute from \( A_2 \) to \( A_n \). Given an interestingness measure \( M \) for comparison, the algorithm for computing the interestingness values \( (M_i) \) of each attribute \( A_i \) is as follows:

\[
\text{for each } A_i \in \{A_2, A_3, \ldots, A_n\} \text{ do} \\
M_i \leftarrow M(D_1, D_2, A_i) \\
\text{end-for}
\]

One possible algorithm for ranking attributes is shown in Fig. 3.

The interestingness computation is based on the attribute values of \( A_i \in \{A_2, A_3, \ldots, A_n\} \). Let all possible values (or the domain) of \( A_i \) be \( v_1, v_2, \ldots, v_w \). We want to aggregate the contribution from each value based on \( D_1 \) and \( D_2 \). The contribution from each value \( v_k \), denoted by \( W_k \), is computed as follows:

\[
F_k = cf_{2k} - cf_{1k} \times \frac{cf_2}{cf_1}
\]

\[
W_k = \begin{cases} 
F_k \times N_{2k}, & F_k > 0 \\
0, & \text{otherwise}
\end{cases}
\]

where \( cf_{1k} \) and \( cf_{2k} \) are confidence values of the following two rules in the sub-populations (sub-data sets) \( D_1 \) and \( D_2 \) respectively:

Rule 1: \( A_1 = v_k \rightarrow c_a \ cf_{1k} \) \hspace{1cm} \text{(computed from } D_1) \]

Rule 2: \( A_1 = v_k \rightarrow c_a \ cf_{2k} \) \hspace{1cm} \text{(computed from } D_2) \]

\( N_{2k} \) is the data count of the attribute value \( v_k \) in \( D_2 \). The meaning of this formula is the following: \( F_k \) represents the additional amount of confidence beyond the expected confidence. The expected confidence of \( cf_{2k} \) is the second term, \( cf_{1k} \times (cf_2/cf_1) \). \( F_k \times N_{2k} \) is thus the contribution in terms of the actual number of data records. If \( F_k \leq 0 \), then \( W_k = 0 \) because \( cf_{2k} \) is less than or equal to the expected confidence. This is appropriate also because if for one value the confidence is low, the confidences for some other values must be high which will be considered in the computation of \( F_k \) because the overall confidence is fixed, which is \( cf_2 \).
Finally, the overall interestingness is computed with:

\[ M_i = \sum_{k=1}^{m} W_k \]

(3)

**Justification of formula (3):** Although we are unable to show equation (3) is the best interestingness measure, which is probably impossible, we can show that it is a reasonable measure by justifying it with the two boundary situations, which are given in (A) and (B) of Fig. 4 respectively. They are also quite intuitive.

We again use our running example to illustrate. We are interested in two phones, ph1 and ph2 which have very different drop rates, reproduced below for convenience of discussion. The confidence of each rule \( (c_f) \) is the drop rate.

PhoneModel = ph1 → drop \( \quad c_f = 2\% \)

PhoneModel = ph2 → drop \( \quad c_f = 4\% \)

Let us compare the two phones based on the Time-of-Call attribute (which is \( A_i \)) in the sub-datasets \( D_1 \) and \( D_2 \) (which can be easily obtained and thus omitted).

In Fig. 4(A) (which is similar to Fig. 3(A)), we can see the drop rate comparison of the two phones. According to the drop rate of 2% for ph1 and 4% for ph2, the expected drop rate of ph2 is twice as large as that of ph1 for every attribute value. Then, the situation in Fig. 4(A) is completely uninteresting because the confidence for each attribute value is expected. Thus, its interestingness value \( M_i \) should be 0. Indeed, this is the case according to equation (3). This is one extreme (or boundary) case. It is easy to see that 0 is the minimum value of equation (3).

Fig. 4(B) gives the other extreme (or boundary) case, the maximum interestingness. In this situation, there is no drop for ph2 in the morning or in the afternoon. All the dropped calls occurred in the evening, and every evening call results in a drop, i.e., 100% drop rate. Note also that in the evening the drop rate for ph1 is the lowest. It is easy to show that this situation gives the maximum interestingness value for \( M_i \) according to equation (3).

Although we use an example here to explain, we can prove mathematically that these are true extremes in general for the interestingness measure given in equation (3).

**Proof (sketch):**

**Minimum:** From equation (3) and (1), it is clear that the minimum value of \( M_i \) is 0. From equation (1), we observe that if every \( c_{fji} \) is the same as \( c_{fj} \), then \( F_j = 0 \) and \( M_i = 0 \). It is also easy to show that there is no other situation where every \( F_j \) can be 0 because for a value \( v_1 \) if \( c_{f2} / c_{f1} \) is less than \( c_{f2} / c_{f1} \), then for another value \( v_2 \), \( c_{f2} / c_{f1} \) must be greater than \( c_{f2} / c_{f1} \) because both \( D_1 \) and \( D_2 \) are fixed and \( c_{f2} \) and \( c_{f1} \) are also fixed.

**Maximum:** It is clear that there is not a fixed maximum value for \( M_i \) in general. However, for each specific problem, there is a maximum value, which is illustrated in Fig. 4(B). That is, all the data records of class \( c_{ja} \) in \( D_2 \) have only one particular value for the attribute and no data records of any other class have this value, i.e., 100% confidence for \( c_{ja} \) and this attribute value also has the lowest confidence for class \( c_{ja} \) for data records in \( D_1 \). This is easy to see because in this case \( N_{jak} = c_{fj} \times |D_j| \) (the total number of data records of class \( c_{ja} \) in \( D_j \)). The detailed proof requires some algebraic manipulations. We omit it here as it is fairly straightforward. It is also easy to show that there is no other case that can reach this maximum value.

![Fig. 4: Two boundary or extremely situations](image)

**B. Confidence Interval**

An important question that we have not addressed so far is the statistical significance of differences of individual confidence values of rules. For example, if we have two rules with the confidences, \( c_{f1} = 10\% \) and \( c_{f2} = 12\% \), the question is whether the two confidence values are really different statistically. If we cannot show that, our interestingness results are of little use.

In statistics, the common approach to deal with this problem is to compute the confidence interval for each population proportion [23] (which is our confidence value). Note that confidence value from data mining [1, 8, 16] and confidence interval from statistics [23] are different concepts and should not be confused.

In our interestingness computation, we consider the confidence interval of each confidence value. The details are as follows: We compute the confidence interval margin based on the statistical confidence level of 0.95 using the following formula [23],

\[ e_{jk} = Z \sqrt{\frac{c_{fjk}(1-c_{fjk})}{N_{jk}}} \]

where \( c_{fj} \) is the confidence value of the rule with attribute \( A_i \) \((i \in \{A_2, A_3, ..., A_n\})\) and value \( v_k \), and \( N_{jk} \) is the number of data records with the value \( v_k \) in dataset \( D_j \) \((j = 1, 2)\). \( Z \) is a constant.
and depends on the required statistical confidence level. Table 2 gives three z values. These values are available in any standard statistics text [e.g., 23]. Thus, the confidence interval for $c_{f,k}$ is simply, $c_{f,k} = e_{f,k}$.

### TABLE I

<table>
<thead>
<tr>
<th>Confidence level</th>
<th>0.90</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>z</td>
<td>1.64</td>
<td>1.96</td>
<td>2.58</td>
</tr>
</tbody>
</table>

In the computation of interestingness $M_k$, we use the following revised confidences:

$$rcf_{1k} = c_{f1k} + e_{1k}$$

$$rcf_{2k} = c_{f2k} + e_{2k}.$$  

The final formula for $F_k$ is:

$$F_k = rcf_{2k} - rcf_{1k} \times \frac{cf_2}{cf_1}.$$  

#### C. Pruning Property Attributes

In some cases, high-rank attributes may not provide us any interesting information. This happens when certain attribute value $v_k$ never occurs in $D_1$ but occurs frequently in $D_2$. It is easy to see that in such a case the attribute can be ranked very high because $c_{f1k} = 0$. Two reasons can cause this to happen:

1. Due to some inherent property of the data, it does not use this attribute value. For example, our data set has an attribute called Phone-Hardware-Version, which has two values: “version 1” and “version 2”. It so happens that phone 1 (ph1) uses only version 1 and phone 2 (ph2) uses only version 2. Based on our formula, the Phone-Hardware-Version attribute can be ranked quite high, but it is not interesting, and thus should be pruned.

2. Due to some unexpected reason, the value never occurred. For example, it is possible that ph1 was never used in the morning. This is very interesting as it is unexpected.

We call such attributes *property attributes*. In our system, they are automatically detected and put in a separate list.

Although case (2) is possible, it rarely occurs in practice. Based on our applications, almost all property attributes are not interesting. However, we cannot prune an attribute simply because one such value is detected as other values may still be comparable. Thus, more stringent conditions are used in our system. The following procedure is used to detect property attributes.

Recall that the possible values of attribute $A_k$ are $v_{1k}$, $v_{2k}$, …, $v_{nk}$. Let $p_{1k}$ be the number of data records with value $v_{1k}$ in $D_1$ and $p_{2k}$ be the number of data records with value $v_{2k}$ in $D_2$. Let $P$ be the number of attribute values that satisfy the condition, $((p_{1k} = 0 \text{ and } p_{2k} > 0) \text{ OR } (p_{1k} > 0 \text{ and } p_{2k} = 0))$. Let $A_k$ be a property attribute if the following quantity is greater than a threshold $\tau$:

$$P \cdot T > \tau$$

In our system, $\tau$ is set to 90%. This parameter is not crucial as property attributes are not physically removed. They are simply stored in another list, which can still be viewed by the user if he/she wishes.

#### V. EVALUATION

Since the proposed system helps the user find subjectively interesting/actionable knowledge, it is difficult to have an objective measure of its effectiveness. As a strong evidence of that, the system has been deployed in Motorola Inc, and it is in regular use for analyzing many types of data sets. Here, we first briefly introduce the Opportunity Map system, and then describe a case study to show how the user interacts with the system to find actionable knowledge. Finally, we also present an experimental evaluation on the computation time.

**A. Opportunity Map**

The Opportunity Map system consists of six main components: a discretizer, a class association rule (CAR) generator, a general impression (GI) miner, a comparator and a visualizer. Given a data set, all continuous attributes are first discretized using the discretizer (a manual discretization option is also available). The discretized data is fed into the CAR rule generator. The resulting rules form 3-dimensional virtual rule cubes. If the user wishes to have rules with more conditions, the CAR miner can perform a restrict mining to mine rules with some fixed conditions. Otherwise, it will cause combinatorial explosion. The user uses the visualizer to explore the rule space based on OLAP operations. GI miner is called when requested based on the sub-cube shown on screen. GI miner is from our previous work [20], which identifies trends, exceptions and important attributes. The comparator is proposed in this paper. Below, we give more details on rule cube visualization.

Due to the use of rule cubes and OLAP operations, the visualization is simple. In our system, every visualization screen is a 2-dimensional matrix. Each grid in the matrix visualization visualizes one or more cells in a rule cube.

**B. A Case Study**

We now give a case study using a call log data set to show how the user interacts with the system to find actionable knowledge. The goal is to discover possible causes of call failures (or dropped calls). This version of the data contains 41 attributes, in which one attribute is the class attribute. The majority class covers a very large proportion of the data. Due to confidentiality, we could not disclose the exact percentage. All the attribute names and values are also replaced with...
The visualization has two main modes, overall visualization mode, and detailed visualization mode. In the overall visualization mode (Fig. 5), the X axis is associated with all attributes in the data. The Y axis is associated with all the classes. For each attribute (a column), each grid shows all one conditional rules of the corresponding class value. Each rule is visualized as a thumbnail bar. The height of the bar is the rule confidence value. Thus, this screen simply shows all the 2-dimensional rule cubes. Each rule cube is formed by the class attribute and one other attribute. Each column shows one cube.

The system supports automatic scaling among classes to address the class imbalance issue. Scaling increases relative proportions. In Fig. 5, it has already been applied. Otherwise, we will not see anything for the minority classes, which are the classes that our users are interested in. The proportion of data for each class is shown with the bar on the left.

Blue color is used by default. Some attributes may have so many possible values that the grid size may be inadequate to draw them all. Light blue is used to indicate this. To see all values, the user can either increase the grid size or use a detailed visualization (see below). Various support counts and proportions are written on the screen or in the Information Panel on the right when the user moves the mouse over the screen.

This overall visualization mode is able to summarize a number of important properties of the data immediately:

1. The data distribution of each attribute is illustrated by the distribution bars at the top of each column above the X axis. For the class attribute, they are on the left of the Y axis.

2. One-conditional class association rules are visualized for all attributes. Each rule is represented as a small bar in the visualization, with its context in formation: rules of all other values of the attribute (X direction in each grid) and all other classes (Y direction across rows) are visualized side by side.

3. Trends are detectable from the shape in each grid. Strong unit trends are indicated using color arrows: red for decreasing, green for increasing and gray for stable trends.

Visualizing all the 2-dimensional rule cubes in the overall visualization is useful to get the user started and to pick the right attributes for further study using the detailed visualization.

A detailed visualization shows either a larger version of a 2-dimensional rule cube, or a 3-dimensional rule cube. The details and examples of these visualizations can be found in [20]. Below, we only focus on the new comparison capability.

A comparison starts with the user viewing the detailed visualization of one attribute, e.g., the phone model attribute.

Fig. 6 visualizes the phone model attribute (on the X axis) with all classes (the Y axis). This is simply a 2-dimensional rule cube. It reveals the following detailed pieces of knowledge:

1. The exact drop rates of individual phones.
2. The exact counts and percentages (which are not shown in the overall visualization).
Now the user is interested in finding out why the first phone and the second phone (in the two red boxes) have a big difference in terms of a particular type of dropped calls (the class). Then the user simply chooses these two phones and performs a comparison.

The system uses the method presented in Section IV to rank all the attributes. The top ranked attribute is shown in Fig. 7. Here each grid visualizes the drop rates of the two selected phones (for easy comparison), the first one (on the left) is the good phone (lower drop rate) and the second one (on the right) is the bad phone (higher drop rate).

The red lines are the actual drop rates computed based on the data. The grey region at the top of each bar is the confidence interval computed based on the formula in Section IV (B). It is clear that the bad phone (on the right) is particular bad for the first few values of the attribute. Its drop rates are dramatically higher than the second phone considering the confidence intervals. For the later values, the two phones perform similarly. This piece of information is valuable as it pinpoints the issue of the phone, which enable the engineers to investigate which parts of the phone design cause the problem.

Without the new capability, finding the attribute by going
through all attributes one-by-one manually is a daunting task.

Fig. 8 shows a property attribute. It can be seen in the first grid on the left that the first phone does not use that attribute value at all (0 count). For the other grids this is true as well, i.e., either the first or the second phone in a grid does not use the attribute value in question. Such attributes are usually not interesting as they are artefacts of the data, rather than true patterns.

C. Performance Evaluation

The subsection presents performance and scalability results of the system. All the experiments were conducted on a Dell PC with Intel Core2 Quad CPU 2.40GHZ, 1G memory and Window XP system.

As described above, the comparison computation is based on rule cubes generated by Opportunity Map. We first report the time required for comparison, which is the focus of this work. Since ranking is involved, more attributes clearly need more time. The system also needs to be interactive when the user is using it. We thus experimented with different number of attributes, i.e., 40, 80, 120 and 160. Note that since the comparison uses only rule cubes, the computation time is not affected by the original data set size (which will be discussed next). Fig. 9 plots the computation time in seconds used in the comparison for each number of attributes.

From the figure, we observe that as the number of attributes increases from 40 to 160 (all 2 million data records are used) (Fig.10). The second set shows how the system performs as the number of data records increases from 2 to 8 million (all 160 attributes are used) (Fig. 11). To increase the number of data records, we simply duplicate the data set.

Fig. 10 shows a nonlinear growth, which is expected as the number of attributes increases. Fig. 11 is linear as the number of records increases. The long rule cube generation time is acceptable in practice because the generation is done off-line, e.g., in the evening. For huge data sets, sampling is applied.

![Fig. 8: Property Attribute](image)

![Fig. 9: Comparison computation time on different attribute number](image)

![Fig. 10: System computation time on different attribute number](image)
VI. CONCLUSIONS

This paper introduces a novel comparison capability, which has been implemented in a deployed data mining system Opportunity Map. The system is in regular use at Motorola. To our knowledge, the proposed comparison has not been studied in the research literature. However, our applications show that it is very important in practice. It not only saves the user a tremendous amount of time and effort, but also enables him/her to examine every possible piece of actionable knowledge systematically and conveniently. Due to the success of the system, it has been used to analyze many different types of data (more than 20 datasets). Most data sets are analyzed continuously for product improvements. Our future work will improve the system further to incorporate more comparison techniques to help the user find more sophisticated and actionable knowledge automatically.
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Fig. 11: System computation time on different data set size
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