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ABSTRACT
Understanding the spatiotemporal distribution of people within a city is crucial to many planning applications. Obtaining data to create required knowledge, currently involves costly survey methods. At the same time ubiquitous mobile sensors from personal GPS devices to mobile phones are collecting massive amounts of data on urban systems. The locations, communications, and activities of millions of people are recorded and stored by new information technologies. This work utilizes novel dynamic data, generated by mobile phone users, to measure spatiotemporal changes in population. In the process, we identify the relationship between land use and dynamic population over the course of a typical week. A machine learning classification algorithm is used to identify clusters of locations with similar zoned uses and mobile phone activity patterns. It is shown that the mobile phone data is capable of delivering useful information on actual land use that supplements zoning regulations.
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1. INTRODUCTION
In describing the “organized complexity” of cities, Jane Jacobs notes that a “park’s use depends, in turn, on who is around to use the park and when, and this in turn depends on uses of the city outside the park itself.” [9] Where people live, work, and play is intimately related to the time and distance required to move to and from these locations [7]. Understanding how individuals are distributed in space and time is crucial to making effective and efficient planning decisions within cities. For example, the location choices of residents and firms is influenced by and determines the
demand for mobility. Restaurants want to maximize patronage by choosing a popular location and individuals want to maximize their access to amenities.

How a particular area of a city is used is determined, in part, by the zoning regulations implemented and enforced by local governments. These regulations impact the structure of a city by dictating where housing or office space can be located. Zones of a kind share common usage. The central business district (CBD) for instance is populated during office opening hours whereas when offices are closed, relatively few people are found in these zones. Different zones relate to different land use which is related to different population size to be found at any given time in the zone. In practice, however, many zones feature different usage which might also differ somewhat from intended use. As an example zoning information for the Boston area is shown in Figure 1. Note, that zoning areas are not only restricted to land but also cover parts of rivers, lakes and the sea.

There is a large body of work dedicated to understanding the spatiotemporal dynamics of population and its relation to land use [10, 1, 5]. Measurements of human mobility within cities has traditionally been made via travel surveys. These surveys require subjects to record data on where they are moving to and from in the observation period (typically one day or a whole week), how they are doing so, and why. However, because surveys typically feature in-person interviews and demand a high workload for each subject, this method of data collection is expensive and limited.

Given these limitations, travel surveys suffer from relatively small samples (usually below tens of thousands of individuals), capture only short periods for each individual, and are updated infrequently. Fortunately, over the past decade a new type of measurement instrument has made its way into the pockets of people in nearly every culture and country. Each of the roughly 6 billion mobile phones currently in use, is capable of recording the location of calls, SMS, and data transmissions to within a few hundred meters. Moreover, these data are also collected centrally by mobile phone providers for billing purposes. With these data come enormous opportunities to improve our understanding of human mobility patterns.

In particular, call detail records (CDR) data, which provide information on the location of mobile phones any time a call is made or a text message is sent, contain much information on the distribution of persons in a region. This information can be obtained at low costs. Moreover, aggregated data only contains the number of active phones in a given area during a given time interval. This method of data collection provides much higher levels of anonymity reduces the risk any breach of individual information. Given the (imperfect) relation between the distribution of persons and active phones in a region the question arises as to whether the distribution of the numbers of active mobile phones can be used in order to infer land usage in a given zone.

To have such a measurement method would be very advantageous. Corresponding results can be used to monitor the use of all zones of a given zone class. Zoning regulation that all zones of one class share a common usage whereas the usage might differ for a number of reasons. Knowledge on different usage can be used to understand demand for mobility infrastructure across space and time. Monitoring the usage over time allows to detect changes in habits of the population as well as shifts in usage which may indicate ongoing regional developments.

Consequently this work investigates the potential of applying aggregated CDR data in order to infer dynamic land use, i.e. to understand how the population of different areas of a city changes with time and according to specific zoned land uses. The work centers on supervised classification of regions according to given zoning regulations. We demonstrate that CDR data can be used in order to classify zones of different types with reasonable accuracy. To this end, normalization techniques are discussed to highlight differences between zones. Then, the application and result of random forests for the classification is described in detail.

2. MOBILE PHONES AND HUMAN MOBILITY

Mobile phones have proven good instruments to measure human behavior. In one of the first studies utilizing these devices, Eagle and Pentland [6] were able to decompose mobile phone activity patterns of university students and employees into regular daily routines. Moreover, these patterns were found to be predictive of an individual's characteristics such as their major or employment level (i.e. graduate student). Subsequent research has built upon this work, scaling up in both geographic extent and sample size. González et al [8] studied data from nearly one-hundred thousand anonymous mobile phone users to reveal persistent regularities in the statistical properties of human mobility. Highlighting the remarkable predictability of human behavior, Song et al [12] estimated that it is theoretically possible to predict individual movements of users with as high as 93% accuracy using only data from mobile phones.

Mobile phone data has also been used to study how space is used over time. Reades et al [11] used mobile phone network data from Rome, Italy, to link mobile phone activity to commercial land uses. Measuring mobile phone activity in 1km by 1km grid cells, they employ a form of principal component analysis to identify the dominant activity patterns. The authors qualitatively interpret areas of the city exhibiting this signal as Commercial, though actual zoning information is not introduced. They then decompose activity across the city to identify regions with similar patterns of usage. Similarly, Soto et al [13] use CDR mobile phone data at the cell tower level to identify clusters of locations with similar activity. Qualitative agreement between these clusters and land uses were observed.

Calebrese et al [4] have applied similar decomposition and clustering techniques to classify locations on a university campus as classrooms, dormitories, etc. By analyzing wifi activity across 3000 wifi-access points, the authors used unsupervised, non-parametric techniques to identify clusters of similarly used locations. These locations naturally fit into location profiles such as "lecture hall" or "dormitory." Finally, CDR data have proven useful to detect movement at

\footnote{http://www.itu.int/net/ITU-D/index.aspx}
the census tract scale [3]. Location data from calls helped to measure origins and destinations for trips across the Boston Metropolitan area. However, no attempt was made to associate such trips with land uses.

Other data sources such as points of interest (POIs) as well as GPS data collected from taxi fleets have been combined with unsupervised learning algorithms to identify the rich structure of different functional sections of a Beijing [14]. To date, however no studies exist that employ supervised learning techniques to combine traditional data sources on land use such as zoning regulations and CDR data. This study aims to investigate the link between zoned land use and mobile phone activity on a common spatial partitioning of the greater Boston area into regions of homogeneous land use. For each region the temporal profile of active phones is used in supervised classification techniques in order to identify patterns characteristic for a specific zoning classification. The corresponding patterns will be interpreted in detail.

3. DATA SOURCES

Two data sources are used in this work: mobile phone activity records and zoning regulations. For the Boston metro region, anonymized CDR provide the location of a mobile phone by triangulating signal strengths from surrounding cell towers, unlike traditional CDR data, in which record the location of a call as the location of the mobile phone tower. This provides slightly higher accuracy and allows us to measure calls continuously across space rather than at points where towers are located. Triangulation by this method is accurate to within a few hundred meters depending on the tower density. These data make it possible to measure the amount of phone activity (counts of the number of calls and texts) that occurs within a given area and time window. In this study we use three weeks of CDR data for roughly 600,000 users in the Boston region home to roughly 3 million people. Though mobile phone data come from specific set of carriers, the market share of these carriers is between 30% and 50%.

In addition to mobile phone activity, we obtain zoning classifications for the Boston metropolitan area. The Massachusetts Office of Geographic Information (MassGIS) aggregates uses into five categories: Residential, Commercial, Industrial, Parks, and Other. We are careful to note our assumption that actual land use and zoning classification are closely related while acknowledging that zoning regulations are only a proxy of actual land use imposing restrictions.

4. COMMON SPATIAL REPRESENTATION

The first obstacle to studying the relationship between phone activity and land use is the reconciliation of the spatial dimensions of the data: While the location of the phone activities are recorded as coordinate pairs, zoning data is provided in polygons at roughly the parcel scale. The spatial partitioning of phone and population data is rarely the same as zoning parcels. To reconcile all data sources as well as to identify patterns characteristic for a specific zoning classification based on the most prevalent (in terms of fraction of area covered) use within the area.

Potential pitfalls of this method arise due to large heterogeneity in population density. Downtown areas are much more densely populated than the suburbs, a characteristic that is reflected in other spatial divisions like census tracts. This leads to sparse mobile phone activity in rural regions. However, the small grid size used in this analysis retains detailed information about block to block zoning regulations in dense urban areas. Figure 2 displays actual zoned parcels versus the gridded approximations.

Table 1 shows the frequency of each zoning class in the grid. The vast majority of land, nearly 75% of cells, are zoned as Residential. Other uses appear in roughly equal fractions.

5. DESCRIPTIVE STATISTICS

We first examine the relationship between mobile phone activity and land use at the macro, city-wide scale. Figure 3 displays time series of mobile phone activity averaged over all cells of a given zoning classification. Examining absolute counts (first row) reveals that the average activity level in different zoning classifications differs greatly. While residential areas only show a maximum activity of roughly 50 events per hour, commercial cells reach approximately 100 events on average.

The number of activities within different cells shows huge differences. The downtown area of Boston shows orders of magnitude higher activity levels than typical residential zones. In order to allow for classification based on relative mobile phone activity, time series are normalized using a z-score. By definition, the normalized time series have zero mean and unit standard deviation. Mathematically, the normalized activity of cell $(i,j)$ is given by:

$$a_{ij}^{norm}(t) = \frac{a_{ij}^{obs}(t) - \mu_{a_{ij}^{obs}}}{\sigma_{a_{ij}^{obs}}}$$  (1)
mathematically, it is calculated as follows:

\[ a_{ij}^{\text{res}}(t) = a_{ij}^{\text{norm}}(t) - \bar{a}_{ij}^{\text{norm}}(t) \]

where \( \bar{a}_{ij}^{\text{norm}}(t) \) is the normalized activity averaged over all cells at each particular time. Averaging the residual activity for each zoning classification reveals patterns related to travel behavior. The last row of Figure 3 (a) and (b) provide the residual activity averages across zoning classes for weekdays and weekends. The most notable signal is the inverse relationship between residual activity in residential and commercial areas: While residential areas on average show higher than expected activity during the night and lower than expected during weekdays. As expected, the opposite is true for commercial zones. Somewhat surprisingly, the normalized activity does not show these features strongly. Only the residual activity demonstrates the expected behavior. There, also higher than average activity in parks on the weekend afternoons is visible.

Residential areas have higher residual activity in the early morning hours and late at night, while commercially zoned cells have a peak period during the day and show much lower activity levels late at night. These patterns most likely reflect the 9-to-5 business hours of offices and stores. More subtle patterns are also visible. In Boston, much of the CBD is zoned as Other or Mixed use. We see that residual phone activity in this zoning type has peaks in the early morning hours on Saturday and Sunday, suggesting these areas support night life on the weekends. These city-wide time series show that mobile phone activity and land use are linked at the highest level of aggregation. By treating phone activity as a proxy for the spatial distribution of people at a given time period the expected patterns of concentration of people in the CBD and inner city region during the working day, and the shifts induced by the commuting behavior are visible in the residual activity levels.

We note that because residual activity is relative to absolute call volume as well time of day, it is not affected by differences in mobile phone usage across zoned uses provided those differences are persistent in time. For example, it does not affect measurements if individuals are twice as likely to make a phone call in a commercial zone than a residential zone as long as this propensity is constant across all hours of a week.

Figure 4 displays the spatial distribution of normalized activity (top row) and residual activity (bottom row) at three time instants. Not shown in the plots are the absolute activity levels which are distributed much like population density. The CBD of Boston has orders of magnitude more activity than the rest of the city. Mapping the logarithm of absolute activity over time once again only reveals the circadian rhythm of the city which strongly dominates the differences in land usage which consequently are not seen in these plots.

In the spatial distribution of the normalized activity the dominance of the CBD is less pronounced. Nevertheless, the circadian rhythm still dominates the differences between different zones. From this perspective, Boston appears as a monocentric region, with small pockets of density located on an urban ring roughly 20km from the CBD.

By way of contrast, the spatial distribution of residual activity reveals a much richer structure. In the early morning hours, residual activity is located on the periphery of the region. During the day, this activity becomes heavily concentrated in the CBD or in small subcenters on the urban ring. Later in the evening, activity again returns to residential areas on the periphery, away from centers. This suggests some correlation between commuting patterns and the spatial distribution of residual activity.

6. Classifying Land Use by Mobile Phone Activity

In the last section we observed correlation between residual mobile phone activity and land use on the macro scale. Fluctuations in mobile phone activity mimics intuition of population changes related to commuting and recreational trips. In this section we investigate the question whether usage of cells of one zone class are homogeneous. This will be done by performing supervised classification based on features extracted from the residual activity time series and the classes provided by the zoning regulations as labels. Though previous work in this area has employed unsupervised learn-
We implement the random forest approach described by Breiman [2]. Other approaches including neural network based classifiers have been tested and led to similar results. Random forests are useful for their ability to efficiently classify data with large numbers of input variables (such as long time series). Rather than make comparisons for every feature of the data every time, a number of random subsets are chosen to more efficiently search the space. This does not come at the cost of accuracy as random forests have been shown to have high performance on a variety of datasets [2]. Moreover, random forest classifiers allow weights to be introduced so that more frequently occurring classes do not overwhelm smaller ones. This feature will be exploited later to control for the large share of residentially zoned locations.

For the calculations we use a MATLAB implementation of the random forest algorithm released by Jaiantilal [3]. Our implementation uses 49 input features which are computed for each location as the input feature vector $x$. These features include a 24-hour time series of residual mobile phone activity.

So that more frequently occurring classes do not overwhelm smaller ones. This feature will be exploited later to control for the large share of residentially zoned locations.

Figure 3: (a) Plots are shown for three different time series of average mobile phone activity within each of five land use. The first plot shows absolute activity (number of calls and SMS messages). The second plot displays z-scored time series. The bottom plot shows residual activity. (b) More detailed view of average (over cells of the same zoning class) residual activity.

Figure 4: Spatial distribution of absolute and residual phone activity over the course of a day. While absolute mobile phone activity is dominated by population density and sleep and wake patterns, residual activity reveals flows into and out of the city center over the course of a day.

Figure 5: (a) Shows the inputs to each decision tree $h(x; \theta_k)$. A time series of residual phone activity, $x$, is input and activity at a random subset of times, $\theta_k$ (denoted by the blue bars), is chosen to make comparisons. (b) A depiction of the random forest shows a number of different trees making predictions based on a different set of random times. Each tree casts a weighted vote for a certain classification. A final classification, $\hat{c}$, is made by counting these votes.

A random forest, $\{h(x; \theta_k), k = 1, \ldots\}$, is constructed from a set of decision trees as visualized in Fig. 5. The training data is used to determine the parameter vectors $\theta_k$. Least squares or maximum likelihood estimation can be used to find these configurations. To obtain a single prediction for each input time series, a voting scheme is implemented. Each tree votes for a class based on its prediction. These votes can be weighted (weights denoted by $w_{ck}$) so that votes for one class count more or less than votes for a different class. The weighted votes are summed and a single zoning class prediction, $\hat{c}$, is chosen for the original input time series.

For the calculations we use a MATLAB implementation of the random forest algorithm released by Jaiantilal [3]. Our implementation uses 49 input features which are computed for each location as the input feature vector $x$. These features include a 24-hour time series of residual mobile phone activity.

http://code.google.com/p/randomforest-matlab/
activity during an average weekday as well as a 24-hour time series of residual activity for an average weekend-day. The final feature is the mean of the location’s absolute activity on any given day. Additional features such as the variance of mobile phone activity were tested, but none aided prediction. The output of the algorithm is a zoning classification for each location. Cross validation is used to test accuracy. We create 500 trees for each forest and define total accuracy as the fraction of correctly classified cells on the validation part of the sample.

Our first set of results include all five zoning classifications: Residential, Commercial, Industrial, Parks, Other. When all land use classes are included, however, we face a major challenge with classification. As noted above, nearly 75% of all cells are primarily residential. The next most common zoned use is Industrial at 7%. Because of our definition of total accuracy, the most naive classifier, simply assigning Residential to everything, will achieve 75% total accuracy, but will fail to capture any diversity in use. To guard against this, we weight the voting system so raise or lower the required votes in order to choose a given classification. The maximum of the weighted votes then provides the predicted class. Systematic variations of the weights on a (coarse) grid led to a choice of weights where the criterion applied was maximum classification accuracy for all classes but residential.

Finally, we note that the random forest classifier uses local information only to make a prediction. Given the size of our grid cells, it is reasonable to assume that land use does not differ greatly from each 200m by 200m tract of land to the next. To incorporate neighborhood information into our predictions, we implement a second pass algorithm. After the classifier has made a prediction for a cell, we examine the predictions for each of that cell’s neighbors. If the majority of neighboring cells were predicted to be a land use that differs from the cell in question, that cell is switched to the majority use of its neighbors. In practice, this results in some spatial smoothing of noisy classification data. We find that performing the second pass provides gains of 2-10% overall accuracy for each classifier.

Even with vote weighting and the second pass algorithm, we achieve only modest results. Table 2 shows 54% accuracy over the whole city. This implies that demanding equal classification accuracy for all classes reduces overall accuracy by about 20%. Figure 6 displays the spatial distribution of correctly and incorrectly classified locations. We note, however, that the algorithm does capture some spatial patterns in the data and that our intra-use accuracy is relatively high for Commercial and Industrial uses. Parks and Other mixed uses remain difficult to classify.

To account for the tendency of the algorithm to over-predict residential use, we remove cells zoned as Residential from consideration. This leaves a nearly equal share of the remaining four uses: Commercial, Industrial, Parks, and Other. Table 3 and Figure 7 display results for this sub-classifier. Now, the zone with the largest share is commercial use, which only accounts for 33% of non-residential zones. Intra-use accuracy has improved significantly for Parks and Other mixed uses. Whereas the random forest including residential uses could only correctly classify 2% of zones classified for Parks, the sub-classifier, excluding Residential, correctly predicts 30% of park cells. A similar improvement from 10% to 34% is also observed for the Other or mixed use category. The share of classes incorrectly classified as Residential roughly is distributed onto Parks and Others in the classifier without the Residential category, while commercial and industrial zones are not affected heavily. One hypothesis for this effect is that many cells while classified as Residential in rural areas are not fully developed and thus used as parks and in the city center show mixed usage. Including the large class of residential zones masks this effect.

The goal of the supervised learning algorithm is to make correct predictions of actual zoned use. Incorrectly classified cells are labeled as errors, but how an area is zoned is...
Table 2: Random forest classification results. The threshold refers the total number of phone events required in each cell over period of data collected to be considered for classification. Total accuracy is defined as the fraction of correctly classified cells. The share refers to the percentage of cells actually zoned for each class of use. Element \((i, j)\) of the confusion can be interpreted as the fraction of actual zoned uses of class \(i\) that were classified as use \(j\) by the random forest. Thus the high percentages in the Res column can be interpreted as the algorithm heavily favoring classification as residential due to its overwhelming share of overall uses.

<table>
<thead>
<tr>
<th>Total Accuracy: 0.54</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land Share: 0.74 0.00 0.08 0.04 0.05</td>
</tr>
<tr>
<td>Vote Thresh: 0.60 0.10 0.10 0.10 0.10</td>
</tr>
</tbody>
</table>

Table 3: Random forest classification results. In this case, residential land has been removed from consideration. The algorithm is now able to correctly predict much larger fractions of rarer land uses.

<table>
<thead>
<tr>
<th>Total Accuracy: 0.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land Share: 0.60 0.33 0.31 0.16 0.20</td>
</tr>
<tr>
<td>Vote Thresh: N/A 0.30 0.30 0.20 0.20</td>
</tr>
</tbody>
</table>

Table 3: Random forest classification results. In this case, residential land has been removed from consideration. The algorithm is now able to correctly predict much larger fractions of rarer land uses.

<table>
<thead>
<tr>
<th>Total Accuracy: 0.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land Share: 0.60 0.33 0.31 0.16 0.20</td>
</tr>
<tr>
<td>Vote Thresh: N/A 0.30 0.30 0.20 0.20</td>
</tr>
</tbody>
</table>

Classification Error Analysis

<table>
<thead>
<tr>
<th>Group I</th>
<th>Cells correctly predicted to be a given use.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group II</td>
<td>Cells of a given use incorrectly predicted to be a different use.</td>
</tr>
<tr>
<td>Group III</td>
<td>Cells of a different use incorrectly predicted to be a given use.</td>
</tr>
</tbody>
</table>

Figure 8: An analysis of classification errors. We consider three groups: (I) Cells correctly predicted to be a given use (II) Cells of a given use incorrectly predicted to be some other use (III) Cells of some other use incorrectly predicted to be a given use. For example, Group I includes all residential areas correctly predicted to be residential. Group II, residential cells predicted to be some other use (i.e. Commercial), have average activity that is the inverse of Group I, suggesting these locations were misclassified because they display fundamentally different activity patterns. Group III represent cells of other uses such as Commercial that behave like Residential. This error analysis suggests that our algorithm is identifying cells that are zoned as residential use but that do not share activity characteristic of that zoning class in reality.

7. CONCLUSION

In this article, we examined the potential of CDR data to predict land usage. We demonstrated that aggregate data shows the potential to differentiate land usage based on temporal distribution of activities. While the absolute activity is dominated by the circadian rhythm of life, eliminating this rhythm reveals subtle differences between the five main land use categories Residential, Commercial, Industrial, Parks and Other. The addition of a temporal dimension to zoning
classification may aid strategic planning decisions related to land use.

As the data are available at a high spatial resolution, we investigated the capabilities to infer land use on a fine grid of 200 by 200 meters. We found that supervised classification based on labeled zoning data provides estimated land use classifications which show better accuracy than random assignment. At the same time accuracy is worse than classifying every zone as Residential, the dominant category.

Reasons for this lack of accuracy might be found in the nature of the data used: actual usage might differ from the zoning regulations and Residential is often confused with Parks and Other zones. Omitting residential zones, the classification accuracy for Parks and Other zones greatly increases while industrial and commercial zones classification accuracies are not heavily affected. For rural areas where residential land might not be fully developed this is plausible. For urban zones the distinction between Residential and Other zones might also be subject to temporal changes as mixed use is prevalent. Finally, analysis of prediction errors reveals that the algorithm fails to correctly classify areas because they have fundamentally different mobile phone activity patterns. This suggests that there may be heterogeneity in how land is actually used, despite its official zoned classification.

Thus the main conclusion is that the CDR data shows some potential to infer actual land use both on an aggregate level and on a higher spatial resolution. However, zoning data might not be the optimal data source to infer actual land use and hence act as ground truth to guide the supervised learning algorithm. In this respect, our analysis suggests that mobile phone activity may be used to measure the heterogeneity in how space is used that cannot be captured by simple and broad zoning classifications. Moreover, the incorrect predictions made by our algorithm may suggest updates to traditional zoning maps so as to better reflect actual activity or highlight areas where more planning oversight is needed.

Both topics will be investigated further. Larger sample sizes in the form of longer time series might lead to a reduction in noise levels and hence increase the classification accuracy. It may also be advantageous to expand the set of features used in prediction. Although our aim was to keep this space relatively low dimensional to aid interpretation, the complexity of intracity mobility may demand more. However, our results suggest that a modest fraction of the city can be classified at very high resolution from relatively simple features. The algorithm itself may be improved by additional consideration of balancing more prevalent uses with those more scarce. Finally, other data sources such as points of interest (POIs) will be used as ground truth in the supervised learning instead of zoned use. This may clarify whether the deviations in classification between the zoning regulations and the mobile phone usage dynamics are due to wrongzonings or deficiencies in the measurement technology using CDR data.

We hope this information will be useful to make effective and efficient choices of locations for both public and private resources. In addition to potential applications, we hope that tools and techniques developed and applied above will prove useful to merging traditional and novel data.
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