Abstract

Topic modeling has been commonly used to discover topics from document collections. However, unsupervised models can generate many incoherent topics. To address this problem, several knowledge-based topic models have been proposed to incorporate prior domain knowledge from the user. This work advances this research much further and shows that without any user input, we can mine the prior knowledge automatically and dynamically from topics already found from a large number of domains. This paper first proposes a novel method to mine such prior knowledge dynamically in the modeling process, and then a new topic model to use the knowledge to guide the model inference. What is also interesting is that this approach offers a novel lifelong learning algorithm for topic discovery, which exploits the big (past) data and knowledge gained from such data for subsequent modeling. Our experimental results using product reviews from 50 domains demonstrate the effectiveness of the proposed approach.

1. Introduction

Topic models, such as LDA (Blei et al., 2003) and pLSA (Hofmann, 1999), have been widely used to discover topics in text documents. Most of such models are unsupervised. However, researchers have shown that unsupervised models may produce many incoherent topics because the objective functions of topic models may not correlate well with human judgments (Chang et al., 2009). To tackle this problem, several knowledge-based topic models (KBTM) have been proposed. They use prior domain knowledge specified by the user to guide modeling. DF-LDA (Andrzejewski et al., 2009) is perhaps the earliest KBTM, which can incorporate two forms of prior knowledge from the user: must-links and cannot-links. A must-link states that two words should belong to the same topic whereas a cannot-link states that two words should not belong to the same topic. We will discuss this and other existing models in section 2.

In this work, we show that much of the prior knowledge from the user can actually be mined automatically (without user input) from a large amount of data in many domains. In most cases, such data is readily available on the Web. This is possible because although every domain is different, there is a fair amount of concept or topic overlapping across domains. For example, every product review domain probably has the topic price, reviews of most electronic products share the topic of battery and reviews of some products share the topic of screen. Topics produced from a single domain can be erroneous (i.e., a topic may contain some irrelevant words in its top ranked positions), but if we can find a set of shared words among some topics generated from multiple domains, these shared words are more likely to be coherent for a particular topic. They can serve as a piece of prior knowledge to help topic modeling in each of these domains or in a new domain.

For example, we have product reviews from three domains. We run LDA to generate a set of topics from each domain. Every domain has a topic about price, which is listed below with its top four words (words are ranked based on their probabilities under each topic):

- Domain 1: price, color, cost, life
- Domain 2: cost, picture, price, expensive
- Domain 3: price, money, customer, expensive

These topics are not perfect due to the incoherent words: color, life, picture, and customer. However, if we focus on those topical words that appear together in the same topic across at least two domains, we find the following two sets:
\{price, cost\} and \{price, expensive\}.

We can see that the words in such a set are likely to belong to the same topic. Such, \{price, cost\} and \{price, expensive\}, can serve as prior knowledge, which we call prior knowledge sets (or pk-sets for short), in a KBTM to improve the output topics for each of the three domains or a new domain. For example, after running a KBTM on the reviews of Domain 1, we may find the new topic: \{price, cost, expensive, color\}, which has three coherent words in the top four positions rather than only two words as in the original topic. This represents a good topic improvement.

The above discussion suggests a three-step approach to our task. Given a set of document corpora \(D = \{D_1, \ldots, D_n\}\) from \(n\) domains, step 1 runs a topic model (e.g., LDA) on each domain \(D_i \in D\) to produce a set of topics \(S_i\). We call these topics the prior topics (or p-topics) for short. Step 2 mines a set of pk-sets (prior knowledge sets) \(K\) from all the p-topics \(S = \bigcup_i S_i\). Step 3 uses the pk-sets \(K\) in a KBTM to generate topics for a test document collection \(D^t\) (\(D^t\) may or may not be from \(D\)).

To further improve, our proposed method embeds step 2 in step 3 so that the mining of prior knowledge is targeted and thus more accurate. Specifically, we first run a KBTM on the test document collection \(D^t\) without any knowledge (which is equivalent to LDA) until its topics \(A^t\) stabilize. To distinguish these topics from p-topics, we call these topics the current topics (or c-topics for short). For each c-topic \(a_j \in A^t\), we then find a set of matching or similar p-topics \(M_j^t\) in \(S\) (the set of all p-topics). The intuition here is that these p-topics \(M_j^t\) are targeted with respect to \(a_j\) and should provide high quality knowledge for \(a_j\). We then mine \(M_j^t\) to generate pk-sets \(K_j^t\) for c-topic \(a_j\). After that, we continue the execution of the KBTM on \(D^t\), which is now guided by the new pk-sets \(K_j^t\) (which is the union of all \(K_j^t\)) in order to generate better c-topics (details are in Section 4).

Regarding knowledge-based topic models (KBTM), we could not use the existing ones because they typically assume the given prior knowledge to be correct (see Section 2). There is clearly no guarantee that the automatically mined pk-sets are all correct for a domain. First, due to wrong topics in \(S\) or mining errors, the words in a pk-set may not belong to the same topic in general. Second, the words in a pk-set may belong to the same topic in some domains, but not in others due to the domain diversity. Thus, to apply such knowledge in modeling, the model must deal with possible errors in pk-sets. We propose a new fault-tolerant knowledge-based model to deal with the problem. It can exploit the automatically mined prior knowledge and deal with incorrect knowledge to produce superior topics.

Due to this ability of using topics (or knowledge) generated from other domains to help modeling in the current domain, this work offers two novel capabilities: (1) lifelong learning (Thrun, 1998) and (2) modeling with big data. We call the proposed model Lifelong Topic Model (LTM).

In summary, this paper makes the following contributions:

1. It proposes a novel approach to exploit text collections from many domains to learn prior knowledge to guide model inference in order to generate more coherent topics. The process is fully automatic. This actually also represents a lifelong learning approach. To our knowledge, it is the first lifelong learning method for topic modeling. It also helps deal with big data, see Section 5.

2. It proposes an effective method to mine/learn quality knowledge dynamically from raw topics produced using text data from a large number of domains.

3. It proposes a new knowledge-based topic model LTM that is able to deal with possible incorrect knowledge.

2. Related Work

The most related work to this paper is the knowledge-based topic models (KBTM), (e.g., Andrzejewski et al. 2009; Chen et al. 2013b; Mukherjee & Liu 2012). However, the models in these papers typically assume that the given knowledge is correct. The GK-LDA model in (Chen et al., 2013a) has an automated mechanism to deal with wrong lexical knowledge by using the ratio of probabilities of two words under each topic to estimate the reliability of each piece of knowledge. In contrast, the proposed LTM model dynamically balances the use of learned knowledge and the information in the actual document collection during the Gibbs sampling. As we will see in Section 5, LTM outperforms both DF-LDA and GK-LDA significantly. LTM also automatically mines the prior knowledge. None of the above existing models can do that. In (Chen et al., 2014), we proposed a preliminary method for the same task. The LTM model has the additional mechanism to dynamically adjust (and re-extract) knowledge that targets the current model. The fault tolerant ability of LTM is also shown to be more effective in Section 5.

Besides the above knowledge-based topic models, Blei & McAuliffe (2007) and Ramage et al. (2009) studied topic models in a supervised setting. Ahmed et al. (2013) considered location knowledge in topic models. All of these models assume that the prior knowledge, e.g., labels or regions, is correct. Their modeling tasks are also quite different from ours.

Our work is also related to transfer learning and lifelong learning. Topic models have been used to help transfer learning (Xue et al., 2008; Pan & Yang, 2010). However, transfer learning in these papers is for traditional supervised classification. Kang et al. (2012) proposed topic models with better fitting by transferring labels. We do not use
any labeled data. Yang et al. (2011) modeled the language gap between topics using a user provided parameter indicating the degree of technicality of the domain. In contrast, our proposed LTM model is fully automatic. Our work also touches multi-domain learning (Joshi et al., 2012). However, multi-domain learning is still for supervised classification. Our focus is topic modeling. In the context of topic modeling, we are not aware of any existing model for lifelong learning (Thrun, 1998; Silver et al., 2013).

Last, since we use product reviews as our data, our work is related to opinion mining using topic models, e.g., (Mei et al., 2007; Titov & McDonald, 2008; Zhao et al., 2010).

However, none of the models mines prior knowledge and uses knowledge to guide modeling.

3. Overall Algorithm

This section first introduces the proposed overall algorithm, which follows the idea described in Section 1. It then introduces a lifelong learning approach for topic modeling. The algorithm consists of two general steps:

Step 1 (prior topic generation): Given a set of document collections \( D = \{D_1, \ldots, D_n\} \) from \( n \) domains, Algorithm 1 PriorTopicsGeneration runs LDA on each domain \( D_i \in D \) to produce a set of topics \( S_i \) (lines 2 and 4). The resulting topics from all \( n \) domains are unionized together to produce the set of all topics \( S \) (line 9) from \( D \). We call \( S \) the prior topic (or p-topic) set. The p-topics in \( S \) are used in the proposed model LTM to generate the prior knowledge.

Iterative improvement: The above process can actually be run iteratively to improve the p-topics in \( S \). That is, \( S \) from the previous iteration can help generate better topics from \( D \) using the proposed LTM model for the next iteration. This process is reflected in lines 1, 5-7 and 10. We will examine the performance of different iterations in Section 5.2. Note that from the second iteration \( (r \geq 1) \), LTM is used (line 6).

Step 2 (testing): Given a test document collection \( D^t \) and a prior topic (or p-topic) set \( S \), this step employs the proposed topic model LTM (Algorithm 2) to generate topics from \( D^t \). To distinguish these topics from p-topics, we call them the current topics (or c-topics for short). LTM is given in Algorithm 2, which we will detail in the next section. Note that \( D^t \) can be a document collection from \( D \) or a new domain. This can be seen as two ways of using the proposed algorithm: (1) the topics from \( D^t \) can be part of p-topics in \( S \) used in knowledge mining in LTM, and (2) not part of p-topics in \( S \). We will experiment with these two settings in Section 5.

Lifelong learning: The above approach naturally enables lifelong learning. \( S \) is the knowledge base (e.g., the p-topic set) generated by a system (or even specified by the user), and LTM is the learning algorithm. Given a new learning task \( G \) (e.g., topic modeling in our case) with its data (e.g., \( D^t \)), lifelong learning works in two main phases.

Phase 1: Learning with prior knowledge: This is essentially Step 2 above using LTM, which solves two subproblems. Step 1 is the initialization.

a) Identify shared knowledge for task \( G \). Identify the part of the knowledge in \( S \) that can be used for \( G \). In our case, the shared knowledge is \( K^t \) in Algorithm 2.

b) Knowledge-based learning. Learn for task \( G \) with the help of \( K^t \) using a learning algorithm. In our case, it is the GibbsSampling function in line 4 of LTM.

Phase 2: Knowledge retention and consolidation. In our case, we simply add the topics from \( G \) to \( S \) if \( G \) is a new task. If \( G \) is an old task, we replace its topics in \( S \). This is not included in Algorithms 1 or 2, but can be added easily.

4. LTM Model

Like many topic models, LTM uses Gibbs sampling for inference (Griffiths & Steyvers, 2004). Its graphical model is the same as LDA, but LTM has a very different sampler which can incorporate prior knowledge and also handle errors in the knowledge.

LTM works as follows: It first runs the Gibbs sampler of LTM for \( N \) iterations (or sweeps) to find a set of initial topics \( A^t \) from \( D^t \) with no knowledge (line 1, Algorithm 2). Since there is no knowledge, the sampler is equivalent to that of LDA. It then makes another \( N \) Gibbs sampling sweeps (lines 2-5). But in each of these new sweeps, it first mines pk-sets \( R^t \) for all topics in \( A^t \) using the function

---

**Algorithm 1** PriorTopicsGeneration(\( D \))

1: for \( r = 0 \) to \( R \) do
2: for each domain corpus \( D_i \in D \) do
3: if \( r = 0 \) then
4: \( S_i \leftarrow \text{LDA}(D_i); \)
5: else
6: \( S_i \leftarrow \text{LTM}(D_i, S); \)
7: end if
8: end for
9: \( S \leftarrow \bigcup_i S_i; \)
10: end for

**Algorithm 2** LTM(\( D^t \), \( S \))

1: \( A^t \leftarrow \text{GibbsSampling}(D^t, \emptyset, N); \) // Run \( N \) Gibbs iterations with no knowledge (equivalent to LDA).
2: for \( i = 1 \) to \( N \) do
3: \( K^t \leftarrow \text{KnowledgeMining}(A^t, S); \)
4: \( A^t \leftarrow \text{GibbsSampling}(D^t, K^t, 1); \) // Run with knowledge \( K^t \).
5: end for
Algorithm 3 KnowledgeMining($A^t$, $S$)

1: for each p-topic $s_k \in S$ do
2: $j^* = \min_j \text{KL-Divergence}(a_j, s_k)$ for $a_j \in A^t$;
3: if KL-Divergence($a_j^*$, $s_k$) $\leq \pi$ then
4: $M_{j^*}^t \leftarrow M_{j^*}^t \cup \{s_k\}$;
5: end if
6: end for
7: $K^t \leftarrow \bigcup_j$ FIM($M_j^t$); // Frequent Itemset Mining.

KnowledgeMining (Algorithm 3, detailed in Section 4.1) and then uses $K^t$ to generate a new set of topics from $D^t$. The intuition of LTM has been explained in Section 1. Note that to make the algorithm more efficient, we do not need to mine knowledge for every sweep (see Section 5.5). Below, we focus on the knowledge mining function of LTM. The Gibbs sampler will be given in Section 4.2.

4.1. Knowledge Mining

The knowledge-mining function is given in Algorithm 3. For each p-topic $s_k \in S$, it finds the best matching (or the most similar) c-topic $a_j^*$ in the c-topic set $A^t$ (line 2). $M_j^t$ is used to mine pk-sets for c-topic $a_j^*$ (line 7). We find the matching p-topics for each individual c-topic $a_j^*$, because we want $a_j^*$ specific p-topics for more accurate knowledge set mining. Below, we present the algorithms for topic match and knowledge set mining.

Topic match (lines 2-5, Algorithm 3): To find the best match for $s_k$ with a c-topic $a_j^*$ in $A^t$, we use KL Divergence to compute the difference of the two distributions (lines 2 and 3). In this paper, we use Symmetrised KL Divergence for all divergence computing, i.e., given two distributions $P$ and $Q$, the divergence is calculated as $(KL(P,Q) + KL(Q,P))/2$. We denote the c-topic with the minimum KL Divergence with $s_k$ as $a_j^*$. $\pi$ is used to ensure the p-topics in $M_j^t$, are sufficiently correlated with $a_j^*$.

Mine knowledge sets using frequent itemset mining (FIM): Given p-topics in each matched set $M_j^t$, this step finds sets of words that appear together multiple times in these p-topics. Each set of shared words among related p-topics across multiple domains are likely to belong to the same topic. To find such sets of words in the matched set of p-topics $M_j^t$, we use frequent itemset mining (FIM) (Agrawal & Srikant, 1994).

FIM is stated as follows: Given a set of transactions $X$, where each transaction $x_i \in X$ is a set of items. In our context, $x_i$ is a set of top words of a p-topic (no probability attached). $X$ is actually $M_j^t$ without lowly ranked words in each p-topic as only the top words are usually representative of a topic. The goal of FIM is to find every itemset (a set of items) that satisfies some user-specified frequency threshold (also called minimum support), which is the minimum number of times that an itemset should appear in $X$. Such itemsets are called frequent itemsets. In our context, a frequent itemset is a set of words that have appeared together multiple times in the p-topics of $M_j^t$. Such itemsets are our prior knowledge pk-sets.

In this work, we use only frequent itemsets of length two, i.e., each pk-set has only two words. For example, $\{\text{battery}, \text{life}\}$, $\{\text{battery}, \text{power}\}$, $\{\text{battery}, \text{charge}\}$. Using two words in a pk-set is sufficient to cover the semantic relationship of words belonging to the same topic. Longer sets tend to contain more errors since some words in a set may not belong to the same topic as others. Such errors can hurt the downstream modeling.

4.2. Gibbs Sampler

This sub-section gives the Gibbs sampler of the LTM model, which differs from LDA as LTM needs additional mechanisms to leverage the prior knowledge and to also deal with wrong knowledge during sampling. Below, we first discuss the techniques used for these two capabilities, and then present the final Gibbs sampler.

4.2.1. INCORPORATING PRIOR KNOWLEDGE AND DEALING WITH WRONG KNOWLEDGE

As each pk-set reflects a possible semantic similarity relation between a pair of words, we use the generalized Pólya urn (GPU) model (Mahmoud, 2008) to leverage this knowledge in Gibbs sampling to encourage the pair of words to appear in the same topic. GPU was first introduced to topic modeling in (Mimno et al., 2011). However, their model is not concerned with any prior knowledge, and is still an unsupervised model.

The Pólya urn model works on colored balls and urns. In the topic model context, a word can be seen as a ball of a certain color and a topic as an urn. The classic topic-word distribution is reflected by the color proportion of balls in the urn. LDA follows the simple Pólya urn (SPU) model in the sense that when a ball of a particular color is drawn from an urn, that ball is put back to the urn along with a new ball of the same color. The content of the urn changes over time, which gives a self-reinforcing property known as “the rich get richer”. The GPU model differs from SPU in that, when a ball of a certain color is drawn, two balls of that color is put back along with a certain number of balls of some other colors. These additional balls of some other colors added to the urn increase their proportions in the urn. We call this the promotion of these colored balls. Applying the idea to our case, when a word $w$ is assigned to a topic $t$, each word $w'$ that shares a pk-set of topic $t$ with $w$ is also assigned the topic $t$ by a certain amount, which is decided by the matrix $A^t_{t,w',w}$. $w'$ is thus promoted by $w$, meaning that the probability of $w'$ under topic $t$ is also increased.
This section evaluates the proposed LTM model and compares it with four state-of-the-art baselines: 

LDA (Blei et al., 2003): An unsupervised topic model.

DF-LDA (Andrzejewski et al., 2009): A knowledge-based topic model that can use the user-provided knowledge.

GK-LDA (Chen et al., 2013a): A knowledge-based topic model that uses the ratio of word probabilities under each topic to reduce the effect of wrong knowledge.

AKL (Chen et al., 2014): A knowledge-based topic model that applies clustering to learn the knowledge and utilizes the knowledge in the form of knowledge clusters.

Note that although both DF-LDA and GK-LDA can take prior knowledge from the user, they cannot mine any prior knowledge, which make them not directly comparable with LTM. Thus, we have to feed them the knowledge produced using the proposed knowledge mining algorithm. This allows us to assess the knowledge handling capability of each model. AKL uses its own way to generate and incorporate knowledge.

5.1. Experimental Settings

Dataset. We have created a large dataset containing 50 review collections from 50 product domains crawled from
Amazon.com. Each domain has 1,000 (1K) reviews. We followed (Chen et al., 2013a) to pre-process the dataset. The dataset and the code are publically available at the authors’ websites. To test the behaviors of LTM for large datasets (see Sections 5.4 and 5.5), we created 4 large review collections with 10,000 (10K) reviews in each. Note that most product domains in our collections do not have such a large number of reviews.

**Parameter Setting.** For all models, posterior estimates of latent variables were taken with a sampling lag of 20 iterations in the post burn-in phase (first 200 iterations for burn-in) with 2,000 iterations in total. The parameters of all topic models are set as $\alpha = 1$, $\beta = 0.1$, $T = 15$. The other parameters for baselines were set as suggested in their original papers. For parameters of LTM, the top 15 words of each topic were used to represent the topic in the topic matching process and also frequent itemset mining. This is intuitive as the top words in each topic are more likely to be semantically coherent while words at lower positions are much less related. The minimum support threshold is empirically set to $\text{max}(5, 0.4 \times \#\text{Trans})$ where $\#\text{Trans}$ is the size of each $M^{i}_{j}$. (Section 4.1). This is also intuitive as appearances in a reasonable number of domains show likely word semantic correlations. The parameter $\pi$ in Algorithm 3 is empirically set to $7.0$. The parameter $\mu$ in Equation 4 is set to $0.3$, which determines the extent of promotion of words in a pk-set using the GPU model. Intuitively, a too small value of $\mu$ will lead to an inferior performance as it basically ignores the knowledge, while a too large value can damage the model too due to the errors in the knowledge.

**Test Settings:** We use two test settings to evaluate LTM, which represent two ways of using LTM in Section 3:

1. **Mine prior knowledge pk-sets from topics of all domains including the test domain.**
2. **Mine prior knowledge pk-sets from topics of all domains excluding the test domain.**

Setting 1 has a slight advantage as in mining knowledge for a test domain collection, its own initial topics are used, which can help find more targeted knowledge. We report the results for Setting 1 in Sections 5.2 and 5.3, and the results for Setting 2 in Section 5.4.

**5.2. Topic Coherence of Test Setting 1**

This sub-section evaluates the topics generated by each model based on the Topic Coherence measure in (Mimno et al., 2011). Traditionally, topic models are typically evaluated using perplexity. However, as shown in (Chang et al., 2009), the perplexity measure does not reflect the semantic coherence of individual topics, which can sometimes be contrary to the human judgments. The Topic Coherence measure (Mimno et al., 2011) is proposed as a better alternative for assessing topic quality. It is shown in (Mimno et al., 2011) that Topic Coherence correlates well with human expert labeling. Recently, it has become popular to use Topic Coherence to evaluate topic models (Arora et al., 2013). Furthermore, as our goal is to discover meaningful or coherent topics, Topic Coherence is more suitable for our evaluation. A higher Topic Coherence value indicates a higher quality of topics.

Our proposed algorithm (Algorithm 1) is designed for iterative improvements, i.e., a higher quality of topics can generate better knowledge, which in turn helps discover more coherent topics. This framework is also suitable for DF-LDA, GK-LDA, and AKL, i.e., the topics learned from a model at iteration $r$ is used to generate knowledge for that model at iteration $r + 1$. Iteration 0 is equivalent to LDA (without any knowledge). We call each of these iterations a learning iteration. Since DF-LDA and GK-LDA cannot mine any prior knowledge, they use our proposed knowledge mining method. Our knowledge in the form of pairs (sets of two words) has the same meaning as the knowledge used in DF-LDA (must-link) and GK-LDA (LR-set). In this work, we do not use cannot-links.

Figure 1 shows the average Topic Coherence value of each model at each learning iteration. Each value is the average over all 50 domains. Note that since LDA cannot use any prior knowledge, its results remain the same. From Figure 1, we can see that LTM performs the best and has the highest Topic Coherence values in general. These show that LTM finds higher quality topics than the baselines. Both AKL and GK-LDA perform better than LDA but worse than LTM, showing their ability of dealing with wrong knowledge to some extent. DF-LDA does not perform well. Without an automated way to deal with each piece of (correct or incorrect) knowledge specifically for each individual domain, its performance is actually worse than LDA.

In summary, we can say that the proposed LTM model can generate better quality topics than all baseline models. Even though DF-LDA and GK-LDA use our method for knowledge mining, without an effective wrong knowledge handling method, they are not sufficient. The improvements of LTM are all significant ($p < 0.01$ over AKL and
Figure 2. Top & Middle: Topical words Precision@5 & Precision@10 of coherent topics of each model respectively; Bottom: number of coherent (#Coherent) topics discovered by each model. The bars from left to right in each group are for LTM, LDA, and DF-LDA. On average, for Precision@5 and Precision@10, LTM improves LDA by 10% and 8%, and DF-LDA by 15% and 14% respectively. On average, LTM also discovers 0.6 more coherent topics than LDA and 1.1 more coherent topics than DF-LDA over the 10 domains.

$p < 0.0001$ over the other baselines) based on paired $t$-test.

5.3. Human Evaluation

Here we want to evaluate the topics based on human judgment. The results are still from test Setting 1. Two human judges who are familiar with Amazon products and reviews were asked to label the generated topics. Since we have a large number of domains, we selected 10 domains for labeling. The selection was based on the knowledge of the products of the two human judges. Without enough knowledge, the labeling will not be reliable. We labeled the topics generated by LTM, LDA and DF-LDA at learning iteration 1. For labeling, we followed the instructions in (Mimno et al., 2011).

**Topic Labeling.** We first asked the judges to label each topic as coherent or incoherent. The models that generated the topics for labeling were obscure to the judges. In general, a topic was labeled as coherent if its topical words are semantically coherent and together represent a semantic concept; otherwise incoherent.

**Word Labeling.** The topics that are labeled as coherent by both judges were used for word labeling. Each topical word was labeled as correct if it is coherently related to the concept represented by the topic (identified in the topic labeling step); otherwise incorrect.

The Cohens Kappa agreement scores for topic labeling and word labeling are 0.862 and 0.857 respectively.

**Evaluation measures.** Since topics are rankings of words based on their probabilities, without knowing the exact number of correct topical words, a natural way to evaluate these rankings is to use Precision@n (or p@n) which was also used by other researchers, e.g., (Zhao et al., 2010), where $n$ is a rank position. Apart from p@n, we also report the number of coherent topics found by each model.

Figure 2 gives the average topical words Precision@5 (top chart) and Precision@10 (middle chart) of only coherent topics (those incoherent topics are not considered) for each model in each domain. It is clear that LTM achieves the highest $p@5$ and $p@10$ values in all 10 domains. LDA is slightly better than DF-LDA in general, but clearly inferior to LTM. This is consistent with the Topic Coherence results in Section 5.2. The improvements of LTM vary in domains. For some domains, e.g., Camera, Tablet and Headphone, LTM achieves marked improvements. We found that these domains tend to have a lot of topic overlapping with many other domains. On the other hand, the improvements in the Monitor domain are less because of less topic overlapping with other domains. Significance testing using paired t-test shows that the improvements of LTM over the baselines on $p@5$ and $p@10$ are both significant ($p < 0.0001$). The bottom chart of Figure 2 shows that LTM also discovers more coherent topics than LDA and DF-LDA.

We can then conclude that LTM is superior to the baselines based on both Topic Coherence and human judgment.

5.4. Topic Coherence of Test Setting 2

We now evaluate LTM in Test Setting 2. That is, in mining pk-sets, we do not use the topics from the current domain but only p-topics from the other domains. We set the minimum support threshold for knowledge mining to one less than that for Setting 1 as the current topics are not used. Here we also experiment the iterative process. We use each of the 50 domains as the current domain and the rest 49 domains as the prior domains. Figure 3 shows the average Topic Coherence values for this set of experiments. We see that LTM again achieves higher Topic Coherence values in general, which is consistent with the results in previous sections. The results of LTM (and other knowledge-based models) are slightly worse than those of Setting 1 (Figure 1). This is expected as it does not use its own topics in knowledge mining, which can help mine more suitable knowledge for the domain.

**Applying knowledge to 10K reviews.** Figures 1 and 3 showed that LTM improves topics for 1,000 (1K) reviews.
An interesting question is whether LTM can also improve on 10K reviews given that LDA should perform better with 10,000 (10K) reviews as more data give more reliable statistics. We then apply the knowledge learned from test setting 2 at each learning iteration on each of four domains with 10K reviews. Figure 4 gives the average Topic Coherence values over these four domains. We can see that with larger datasets, LTM still gets significant improvements over LDA ($p < 0.0001$ based on paired $t$-test).

5.5. Improving topic modeling for Big Data

This sub-section shows that our approach can also be exploited to make topic modeling on a single big data more effective, slight improvements in topic quality and major improvements in efficiency.

Following our approach of learning from multiple domains, we divide a big dataset into a number of small datasets and pretend that they are from multiple domains. With multiple small datasets, we can run our experiments just like that in Section 5.2. Here we use each of the four large data sets (10K reviews). Although our four large datasets are not particularly large, as it is shown in (Arora et al., 2013) that LDA using Gibbs sampling is linear in the number of documents, our results here are sufficient to show the trend.

For these experiments, we divide each of our four 10K review collections into 10 folders where each folder has 1K reviews. Then, we run the LTM model treating 10 folders as 10 domains, and evaluate both topic quality and efficiency based on Test Setting 1. Here, we also include AKL in the comparison as it gives the best Topic Coherence among baselines. Note that both PMI in LTM and co-document frequency ratio used in AKL are computed using 10K reviews. Figure 5 shows the Topic Coherence value of each model. Topic Coherence is calculated using 10K reviews. We can see that LTM achieves slightly higher Topic Coherence than LDA-10K (LDA on 10K reviews) and much higher Topic Coherence than LDA-1K (LDA on 1K reviews). AKL, however, gets the lowest Topic Coherence. We investigated its results and found that for the

5.6. Improving topic modeling for Big Data
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